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Abstract:

Addressing today's diverse network management requirements is made more complex considering
that most major LAN installations have a mix of media types and operating system environments.
This heterogeneous configuration posses special challenges to providing a uniform management
architecture, but it is vital that these issues be addressed. The Heterogeneous Lan
Management(HLM) architecture is a set of architectural documents that have result.d from a joint
study done by 3Com and IBM to define a management platform that will satisfy the management
needs of mixed Ethernet and Token-Ring environments regardless of the operating system
supporting each LAN node.

This article is targeted to the ISV developers, NDIS developers, and LAN system administrators.

Ethernet Token-Ring
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[. Introduction

A. BACKGROUD

Network Management is one of the hottest issues and most mis-understood
concepts in the local area network business. A great deal of confusion exists as to
exactly what network management services are required and who will supply those
services. Most major 'players' (e.g., IBM, DEC, 3Com, Hewlett-Packard,
ATT&T, etc..) are creating offerings in their respective domains of business, but,
these solutions tend to be vendor specific and more specifically, LAN media



specific. Solutions for one specific vendor's product offering does not meet
today's diverse LAN environment management needs.

Heterogeneous lan installations are not a future consideration, but exist in today's
Fortun 1000 corporation. According to a recent International Data Corporation
(IDC) bulletin, based on a survey conducted by Network World and Installed
Technology International (ITI), the number of concurrent installatioris of both
Ethernet and Token-Ring technologies is highly related to the type of vertical
industry and company size.

Of the 24,000 contacts at 12,046 sites responding to the survey, 19 percent
reported having both Ethernet and Token Ring installed. This compares with 50
percent of the total sites with Ethernet only and 36 percent of total sites with Token
Ring only. As the data below shows, the Transportation/Utilities section has by far
the highest penetration, with 27 percent. This is not surprising, given this sector's
high Ethernet (52 percent) and high Token Ring (45 percent) penetration. No one
LAN media has a clear domination in the market. It appears that for the foreseeable
future, mixed (or heterogeneous) LANs will be a fact for the larger businesses.

In addressing the broad spectrum management issue, the international standards
bodies, have focused on the definition of communications protocols. These
protocols provide standard ways to send management information between the
nodes on a network. Familiar protocols include the Open Systems In*erconnect's
(OSI) Common Management Information Protocol (CMIP) and the Simple
Network Management Protocol (SNMP), defined by the Internet Engineering Task
Force (IETF).

While adherence to one of these protocols means a vendor uses a standard way to
communicate its management information, it does not mean that multi-vendor
interoperability is ensured. In addition, these standard management protocols are
not appropriate for management of such memory-constrained devices as networked
DOS-based personal computers, which are prevalent in today's homogeneous and
mixed networks.

Networks are increasingly essential to the day-to-day activity of the corporate
enterprise. A network manager is typically responsible for the workgroup
(including network cabling, personal computer workstations and basic network
services), internetwork devices (including bridges, brouters and gateways) and all
other network-connected data processing equipment. Network management can be
thought of as the tools and techniques that organizations employ to ensure the
continued proper operation of a network. '

The many of these networks are either pure Ethernet or Token Ring, but a growing
number comprise a combination of the two technologies. The common
denominator is a need to manage it all, resulting in a reduction in LAN failures and
downtime. .

B. THE PROBLEM

While many management products are available in today's market, none todate
provide the total solution to the network administrator who is challenged with
managing a network comprised of mixed physical media(Ethernet/Token-Ring) and
mixed operating system (DOS, OS/2, Unix, etc...). In order to address the
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management issues in such a configuration, multiple products are often necessary to
administer each sub-component requiring an inordinate amount of administration
time and effort without meeting the full requirements.

In order to provide the proper management solution for mixed media Lan
installations, a "unified" solution must be available. Unified in the sense that the
administrator is required to interface with only one management system to achieve
the necessary control, regardless of the media or operating system environment. To
achieve such a solution necessitates the cooperation of industry wide contributors.

C. APPROACHING A SOLUTION

3Com and IBM are the leading vendors for their respective LAN media products
(Ethernet, Token-Ring), and both companies share a common customer problem of
manageability across mixed media. It was this common "problem" that brought
these two companies together to propose an architectural solution. On July 9, 1990
both company jointly announced their combined efforts to create the Heterogeneous
Lan Management (HLLM) architecture.

HLM architecture is designed to be independent of network operating systems and
to provide management of devices on mixed-media LANSs, particularly those in
which memory is constrained. HLM consists of three basic compcnents: 1) a
network management protocol common to Ethernet, Token Ring and other network
configurations; 2) application programming interfaces (APIs) through which
developers can create compatible network management software; and 3)
specifications of what management data is accessible.

Definition of the HLM architecture is an attempt to provide a solution to network
management across mixed environments and is expected to have broad industry
acceptance, because the need is today!

[I. HLM Architecture

A. Requirements -

Since both 3Com and IBM are manufacturers of popular network attachment
products, an important aspect of the HLM architecture is directed to management
support of the "lower" level set of network services. This "bottom's up" view of
the LAN readily provided a very practical set of management services that has
applicability to any media type and any operating system environment.
Understanding the goals of HLM is key to understanding the base architecture.

i HLM Design Goals

x T 1 | ions(DOS._OS/2. Uni ) in additi
concentrators. hubs. routers, bridges. and servers,
Defining an architecture that has the flexibility to provide a set of minimum
management services that would permit simple extensions for management of more

complex environments was one of the initial design goals. Specifically, providing a
set of meaningful management services to memory constrained DOS system was



one of the base line requirements. Any successful network management product
must provide management access to DOS stations while imposing the minimum
impact on the application memory environment. This means developing a clear
definition on what constitues the "minimum" set of managed services. Since the
physical and logical link layers are vital to any LAN attached device, the HLM
management support for OSI layers 1 and 2(Physical and Data Link) are defined as
common for all HLM compliant systems.

Defining a management architecture for Ethernet and Token-Ring is the current
requirement, but LAN technology continues to evolve and HLM must be flexible
enough to accommodate new media types (e.g., FDDI). As expressed in the HLM
design, the interoperability between ethernet and Token-Ring is dependent on
adherence to established industry standards. This design basis will provide a
platform for support of future media types.

While DOS memory constraints may place a practical limit on the minimum
management services defined, other popular operating systems (OS/2, Unix, etc...)
do not share the same constraints. In order to extend HLM's effectiveness, a
mechanism was necessary to permit user or vendor extensions that would
interoperate with the base HLM products. In this way management of other
systems or application level entities could be provided.

* Be a standards based architecture.

Perhaps most important was a goal to follow current and proposed management
standards. This posture, more clearly assures acceptance and future system
interoperabiliity than by creating another proprietary manage:nent architecture.

B. Implementation -

The result of the 3Com/IBM joint study agreement is not product, but rather a set of
three architectural documents. The first document is the HLM_Architecture
Specification that provides the architectural framework for the system in describing
the PDUs, protocol elements of procedure, and MIB definitions. The second
document, HLM API Technical Reference, describes the necessary functional sub-
components to support the HLM environment. The third document details the LLC
(802.2) functions necessary to fit in the HLM framework. All these documents are
available to the public from either 3Com or IBM and are not proprietary to any one
company.

Base Management Protocol

As the architecture for HLM was developed based on the initial goals, several major
architectural components were developed and described in the documents. Key to



meeting one of the initial goals was the concept of providing DOS workstation
management in a "standards” framework. This was accomplished by specification
of the OSI CMIP standard utilizing a lower level network service(LLC). The figure
below illustrates how it works, where the full TCP and OSI stacks occupy
considerable memory space as they provide networking functions through the
Transport Layer (TCP at layer 4) and the Application Layer (OSI at all seven layers)
of the OSI model.

LMOL - CMIP over LLC

ISO Reference Model ,, IEEE LAN Model

1
6
5
TCP 4 Data Link Level
P4 e UGl AC e NDIS
S —
MAC Software
3 Functions
. Media Access
cvoL 2 Data Link Control (MAC/ Adapter
! ~ a1 802.3 or 802.5) +
1 System

The LLC and Media Access Control (MAC) sublayers of the IEEE model
correspond to the Data Link Layer (layer 2) of the OSI model. The Logical Link
Control (LLC) sublayer is an IEEE standard, heavily implemented and enhanced by
IBM and other vendors, which defines how command packets are generated and
interpreted for support of the logical link functions of one or more logical links.



SNMP CMIP

TCP

Standard CMOT
OS1 RFC 1161 Standard
LLC Proposed

CMOL (CMIP over LLC) incorporates CMIP on top of the widely implemented
LLC protocol for compatibility with existing mixed-media network installations.
Since a large portion of the CMIS interface is implemented at layer 2 rather than
layer 4, CMOL will not require a full OSI stack. This leaves additional memory for
running other applications on such devices as DOS-based personal computers and
internetworking equipment.

Specification of CMOL also fits with the basic OSI approach of having full CMIP
services between hierachical management stations and allowing n-stations to be
managed by some "sub-set" of CMIP(see below). In this architecture, consistent
CMIS services are provided across the entire network, while meeting the specific
implementation requirements imposed by memory constrained systems.

CMIS (end-to-end)

CMIP CMOL
Managing System Managed System
(MP) (ME)

Managing System
(MP)

It is anticipated that HLM's network management protocol, CMOL, will be
implemented in a variety of operating system environments. For DOS and OS/2
environments, portions of the initial implementation will be based on proposed
extensions to the 3Com-Microsoft NDIS.



HLM Functions
Lan Station Manager(LANSM)

The base HLLM services are provided by an entity described as the Lan Station
Manager(LANSM). The functions provided by this entity will be common to all
HIM stations, regardless if managing or being managed. It is this module that will
support such base functions:

1. Discovery/Registration
2. CMOL processing
3. Base MIB services
4. Extended API support

In Discovery/Registration, each participating network station may determine the
managing "environment" of the LAN and proceed to "register" itself with the
appropriate manager. Machanisms have been described to accommodate the
asynchronous nature of network devices and there is no order of initiation required
for either managing or managed stations.

All the basic CMIP/LLC and ROSE(Remote Operations Services Entity) processing
will be performed by the LANSM and is responsible for interfacing with the HLM
transport system for communications with other HLM entities. No sub-elements of
the HLM architecture (e.g., Layer Management Entities(LME)) will be required to
process and handle the CMOL transactions.

Providing the "minimum" set of management services is also handled by the
LANSM by providing management access to the MAC, LLC, and "environment"
MIBs. The LANSM will interface with the appropriate LME to respond to HLM
management commands directed at these three functions. The MIB information for
the MAC and LLC are supplied by the appropriate software component while the
"environment” MIB is supported directly by the LANSM. The "environment" MIB
consists of information pertaining to describing the stations and its current system
configuration state(DOS 1.D., amount of memory, location I.D., etc...).

Support of the other HLM functions is provided by the LANSM in exposing a set
of API services. These services provide a programmatic link into the HLM
management system that support generation of Managing applications/process(MP)
and vendor extended Managed Enities(ME).

Managing Process(MP)

A managing process(MP) provides the user interface control for managing services
as permitted in the CMIP framework. While HLM does not describe the user
interface functionality, it does describe the base control functionality as supported
through the API services provided by the LANSM. Using these services(described
in the HLM API Technical Reference), a managing process may identify and
control all HLM stations that may be present on the LAN. The scope of the
management process function may be set by the management application developer,
in that manager may be focused on one layer or may encompass control over all
management layers supported. In additions, the architecture does allow for multiple



managers to coexist. The figure below depicts the basic relationship between the
managing process(MP) and the LANSM.

Managed Entity(ME)

A Managed Entity(ME) is any managed MIB or functional domain that is registered
with an HLM manager. Several "internal" or inferred MEs are architected into
HLM; 1) Stations "Environment" LME; 2) LLC LME; and 3) MAC LME. These
ME:s provide the minimum management service base as described in the HLM
documents. Extended management services may be generated via use of the
Managed Entity APIs provided through the LANSM. These API services allow
creation of extended managed objects(MIBs) that may be vendor or application
specific. In systems that permit the added memory requirements, other system
level MEs or even applications MEs may developed and execute simultaneously on
a single workstations. The figure below depicts the basic relationship between the
ME and the LANSM.



Managed
Entity
Agent

[Wrap up paragraph goes here]

III. Future of HLM

* Providing a common basis for network management that is vendor and media
independent.

How will it be developed?

Where does NDIS fit in?

IEEE acceptance

Future product announcements from both 3Com and IBM

Impact on Lan administrative functions(integration in Overlord)

broad industry acceptance(Novell, Microsoft, SCO, Banyan, etc...)

* X X X X ¥

Possible SIDE BARS --

1. CMIP vs. CMOL
2. Wh_y not SNMP
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Preface

This manual describes the architecture of Heterogeneous Local Area Management.

Who Should Read This Book

This book is for programmers who wish to implement Heterogeneous LAN Man-
agement.
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Chapter 1. Heterogeneous LAN Management Overview

1.1 Problem Statement

With the advent of desktop computing and the personal workstation, networks have
been radically transformed. What was once a centralized, “Glass House," enter-
prise has now been expanded to include distributed processing power on the
deskiop. With this distribution of processing power, encouraged by the advent of
the Local Area Network, has come new problems.

Network management, often overlooked, but mandatory, was once a function that
could be performed centrally on those few components, CPUs and controliers, that
made up the connection sub-system. In the world of the Local Area Network (LAN),
it has taken on new meaning. LANSs distribute the connection mechanism, making
the question of management a more difficult one. We are now forced to manage
more than just a small group of local machines. We must now manage all those
distributed devices that make up our new network.

With the expanded scope and flexibility in connectivi‘y brought by the Local Area
Network, it is not uncommon to see a LAN supporting several “Logical” functions.
That is, LANs are not, by their very nature, limited to the support of a single func-
tion, but rather provide a shared connection sub-system. in large instaliations, the
common LAN may be providing host connectivity for some users, while accommo-
dating several LAN File and Print servers for others. It is therefore important to
view the LAN as a connection provider for many, and varied uses.

To further complicate the problem, there exist multiple distinct LAN topologies, and
in practice it is common to see these varied topologies existing within a single
network. Therefore, it is important that any management solution be media inde-
pendent.

In order to address the management needs of the Local Area Network environ-
ment, it is important to consider the following points. First, LANs enable a dis-
persed environment. Secondly, the connectivity provided by the LAN is not limited
to a single use, so management of the system should not be tied to any one use.
Thirdly, LANs exist in varied types, so management can not be tied to a single
topology. Lastly, to meet these goals, and to increase the acceptance level by the
industry, management protocols must be based on existing standards, where appli-
cable.

1>.2 Alternatives

Before it is possible to examine some of the considered alternatives, it is important
to possess an understanding of the management model. Distributed management
necessitates the existence of two basic entities, a centralized collection-contro!
point, or points, and an agent in all managed devices. In this model, the control-
ling entity is capable of making request of the agent, and the agent is capable of
sending data to the controller. This could, and often is thought of as a type of data-
base, where the managed devices act as a distributed repository of the data, and
the controlling points, as users of that data. Based on this model, it is then
apparent that three things are needed: First, a common methodology for repres-

© Copyright IBM Corp. and 3Com Corporation. 1991 1-1
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enting the data that these devices store, a common MIB (Managed Information
Base). Secondly, common formats and protocols must be used to communicate the
management functions. Lastly, a common transport protocol must be used to move
the management protocol through the network. Once all three of these items are

- met, then distributed management can exist. To address all of the requirements

that have been stated, several alternatives were examined, and for various
reasons, rejected.

1.2.1 Completely Proprietary Protocol:

The alternative was rejected based on the early premise that any definition should
be based on existing standards where applicable. The work being done by the
international Standards Organization (ISO) to define Common Management infor-
mation Protocol (CMIP)/Remote Operation (RO) provided a well defined solution
for the flow of management information that satisfied the requirements for LAN
Station Manager.

1.2.2 CMIP/RO Over full stack (seven Layers), Using IEEE 802 Defined

Objects:

While this alternative is most likely to conform to the full ISO standard for CMIP/RO
in the future, the required overhead to emulate a full stack was perceived as pro-
hibitive. Additionally, at the current time, there are no standards for the layer
managed object definitions, and the Structured Management Information (SMI)
standards are not mature enough for use in this architecture. '

1.2.3 CMIP/RO Over Logical Link Control (LLC) Type 1, Using IEEE 802

Defined Objects:

This solution too was rejected beca‘use as stated above, the layer managed object
definitions are not mature enough for use in this architecture.

1.3 Proposed Solution

41-2 HLM Architecture

The solution that is outlined in this architecture represents an implementation of
CMIP/RO over Logical Link Control (LLC) type 1, using proprietary definitions for
managed objects. CMIP/RO is used because it is an existing and well defined
architecture, and because it holds the promise of wide spread standards accepi-
ance. LLC type 1 (based on direction of the standard) is used because it is the
standards based approach to handling multi-proloco! implementations. Proprietary
objecl definitions are used because they appear to be closest to the direction of
future standards.

81
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1.4 Local Area Network (LAN) Station Manager Description

The LAN Station Manager, as described by this document, is an application
designed to enable network management across mixed media Loca! Area Net-
works. This application may reside in any LAN attached device, and allow that
device to either be managed, or by virtue of a management application designed to
make use of LAN Station Manager, to manage network devices. This description is
intended to be not only nelwork media independent, but also independent of oper-
ating systems, hardware platforms, and user applications, resulting in a definition
that is a single common platform for network management.

1.4.1 Functions enabled/provided by LAN Station Manager:
¢ Maintains and reports pertinent counter and configuration information about
the LAN attached station in which it resides. )

* Enables remote management applications to Gel/Set configuration information
and counter threshold values.

¢ Releases unsolicited event reports to registered remote management applica-
tions.

¢ Provides common protocols, transport, and connection mechanism for the
attachment of both additional Managed entities, and Managing Process appli-
cations.

1.4.2 Scope of This Document:
This document will define all of the formats, protocols, services, and interfaces
required by the LAN Station Manager. This includes the International Standards
Organization (1ISO) CMIP/RO protocols, and the required support structures to
accommodate operation at the LLC layer, as well as a breakdown of the required
commands and their formats. It will further detail the structure of all the exposed
interfaces, and the LLC name management services provided, and used by the
Station Manager. Finally, this document will detail the definitions for managed
objects for the Token-Ring, Ethernel, and PC-Network environments.

Chapter 1. Heterogeneous LAN Management Overview 1-3
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Chapter 2. Statement of Direction

2.1 Standards

Portions of this architecture have been presented to and accepted by the IEEE
802.1 standards body. Further, it is understood that when the SMi and layer man-
agement object standards have been approved, this architecture may have to
restructure its data to conform to these new standards. It is also understood that
the object definitions contained in this document may, as a result of submission,
change to reflect the consensus of the standards body.

2.2 Future Implementations

it is the intent of this architeclure to be completely independent of media, operating
system, hardware platforms, and user applications. With this as a premise, future
implementations are not bounded by the formats and protocols of this architecture,
but rather by the definitions of managed objects required for that implementation.
This assumes that the new media is capable of supporting the required transport,
LLC type I. It should be noted, that this transport is an industry standard, and its
implementation on new media is anlicipated. As an example, the currently
emerging technology of FDDI includes a definition for an LLC transport.

2-1
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Chapter 3. Heterogeneous LAN Management Structure

3.1 Management Model

3.1.1 Architectural Intent

The design intent behind this architecture is to create a platform for management
services. That platform should perform the following functions:

¢ Provide external communications, using standards based management proto-
cols ‘

* Provide APIs for Managed Entities, that is functions wishing to be managed

¢ Provide APIs for “Managing Process,” controlling functions.

That in order to accomplish this, functions must be defined for the gathering of
information, and for controlling the resources that collect this information. This
architecture allows for the maintenance of counters and other pertinent informa-
tion, where maintenance implies that these “attributes™ can be set and retrieved by
a remote managing process, and in the instance of sy ecialized attributes, like
counters, they are capable of emitting unsolicited event notifications.

All management that flows between stations, is accomplished using RO/CMIP,
transported over LLC type | services. These flows are used for getting and setting
parameters, issuing notifications, and performing selected actions.

3.1.2 Model Considerations.
The ISO CMIP/Common Management information Service (CMIS) model was used
as a basis for the work done in this document. However, several concessions were
made to facilitate implementation of this model on the widest possible platform
base. While the ISO Model relies on the full ISO seven layer stack to provide all
the required management services, it was determined that on the platform that
would be most prevalent in our initial environment, a PC - PS/2 running DOS, this
was not practical due to memory requirements. As a result, a “short stack”
version of the ISO model was adopted. This “short stack” version provides the
support for RO/CMIP, but at layer 2 in the stack, thus greatly reducing the required
overhead on the station. Unfortunately, it also necessitated adding some function
to the architecture to replace several of the services usually provided by the higher
layers, and forced some service requirements out to the functions being managed.
All this was done in a effor! to create the best compromise between the standards
model and practical, implementation driven reality.

© Copyright IBM Corp. and 3Com Corporation. 1991 3-1
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Figure 3-1. Comparison of the ISO 7 Layer Reference Model and the HLM “Short Stack™
model

3.1.3 HLM Model.
In the HLM model, it is necessary to collapse some of the function required o
accomplish the management functions. For example, name management, National
Language support, and function registration, are all functions that should, in
accordance with the ISO model reside in one of the higher layers, but in this
model, these functions have been moved into the Station manager base function.
Another example of function redistribution, is that of the Encoder/Decoder. This
function, defined by ISO to be handled by the the SMAE (System Management
Application Entity), has been distributed 1o the attached LMEs (Layer Management
Entities), and MEs (Managed Entities), in an effort to ease memory requirements
on certain implementations.

3-2 HLM Architecture
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The Layer Management Entity (LME) is a component of the system that is respon-
sible for providing management information to the station manager, on behalf of a
layer of the protocol stack, such as a Token Ring MA" layer. In the HLM reference

model, as pictured in Figure 3-2, the interface for the LME has been retained.

However, as a result of the “short stack” design requirement, the interface is also

exposed as the ME, or Managed Entity, APIl. In this way, applications, or other

functions can attach to the station manager to make use of its management ser-
vices, and transport. This adds the ability to separate the ME interface if required,
as in the case of 0S/2°, where it may run in a context other than that of a device
driver. The interface is essentially 3 CMIP interface, that is, the information that
flows across it is the CMIP PDU. Both LMEs and MEs are required to service all
incoming CMIP commands, and to issue the appropriate CMIP notifications.
Attached MEs are treated, by the station manager, in exaclly the same manner as

attached LMEs.

The LLC Name Management (LNM) interface is intended to provide the name ser-

vices required for the LLC transport. Figure Figure 3-2 indicates that, like the

LME/ME interface. the LNM/NM interface can also be split to support implementa-

tion requirements.

To overcome the absent layer 7 CMIS services as defined in the ISO SMAE model,
HLM exposes a Managing Process (MP) interface. This interface is essentially an
RO (Remote Operations) CMIP interface. This allows applications that write to this
interface to issue RO/CMIP invocations to the station manager, and in turn to the
appropriate devices on the network. It further enables the collection of unsolicited

CMIP notifications.

Having examined the external interfaces to station manager, there are a few

internal components that should be discussed. The Environment Class; this is

essentially an LME for the station. Station specific information that should vary,

depending on the type of station. For an example, see the Environment Object

Class definition in Chapter 20, this defines the environment class for a PC - PS/2
workstation. Resource and Name Management; These are also LMEs that provide
access to further station information, such as the station object containment, and
the list of registered names. For further details, see Chapter 20.

Chapter 3. Heterogeneous LAN Management Structure
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3.1.4 Station Relationships.

It is important to consider the HLM model as an enabler/provider of system man-
agement funclion. While the base siation manager provides a certain amount of
management function, as described above, its primary role is that of an enabler for
attaching functions. These functions can be either ME (Managed Enlity) or MP
(Managing Process) in nature, but they derive their true function only through the
station manager. It should be noted, that there exists no hierarchy, that all network
attached stations, with a station manager active, are peers. That “control,” or
management function exists only through the MP interface of station manager.

3.2 Protocol Boundaries and HLM Positioning

CMIS (end to end)

3-4 HLM Architecture

By design, HLM is architected to provide a management solution for a broad scope"

of end user devices configured on MAC bridge connected LANs of differing media
types. The protocol of choice, (CMOL) provides an assurance of inler-operability at
the DLC level across the broadest set of possible architectures and media types.
The managing system-to-managed-entity focus fits nicely with the OSI management
model of use of full CMIP between managing_system and CMOx for
managing_system-to managed-entity_services. As defined, CMOL is architected to
not only provide an assurance of inter-operability between systems, but be imple-
mented across all of the popular end-station environments, including the memory
constrained MS-DOS systems.

Managing i Managing B Managed 1
Syster i System End Station
. ) s
| | ] |
CHIF o oL



Chapter 4. Lower-layer Services Architecture (LSA) for LAN
Station Manager

This section describes the Lower Layer Services architecture for Local Area
Network Station Manager. The interfaces defined in this architecture support
Name Management and Resource Management.

This section assumes that the reader has a working knowledge of Remote Oper-
ations (as described in ISO documents 9072-1 and 8072-2), Common Management
Information Protocol (as described in ISO 9596), Common Management information
Service definition (as described in 1SO 9595), and Abstract Syntax Notation (ASN.1
as described in ISO 8824 and 1SO 8825.)

This section does not describe any specific IBM product (machine or program) or
service. Neither should information herein be construed to mean that all or any
specific IBM products necessarily provide only, or all of, the LAN LLC interface
functions described herein. Refer to appropriate IBM product description and
operation manuals for information regarding the availability and characteristics of
LAN LLC interface functions supported by specific IBM products.

A LAN Station Manager (LANSM) is a collection of functions that perform Name
Management and Resource Management. LSA provides an architected defmtlon
of service interfaces that support Name and Resource Management.

The Name management LSA interface provides a LANSM user a mechanism for
performing address resolution and route discovery

The Resource Management LSA interface provides a mechanism for creating,
maintaining and reporling Managed Objects. Resource Management is composed
of two LSA interfaces: Managing Process and Managed Entity. The Managing
Process interface allows a LANSM user to manage objects using Remote Oper-
ations. The Managed Entity interface allows the LAN Station Manager to perform
operations on objects owned by local LME's.

4.1 Lower-Layer Services Architecture Synopsis

The Lower-Layer Services Architecture (LSA) defines a single, consistent architec-
ture comprised of the concepts, terminologies, and structural framework with
service definitions for the lower three layers of the OS| Reference Model.

Generally, LSA provides:
* A broad range of communications support

— Provides a framework flexible enough to accommodate a variety of
existing and evolving communications protocols, as well as being open-
ended enough to allow for additional service definitions o be added as

needed.
— Supports both SNA and non-SNA environments (with the focus on SNA and

0sSl).
¢ Open System support
The services are sub-settabie, providing

4-1
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4.1.1 Scope

RTP

— Direct access to selecied service layers, and
— The capability to add or replace selected service layers in a modular
manner.

The LSA is comprised of the concepts, terminologies, and structural framework
with service definitions. It is concerned with the service definition and not the pro-
tocol specification for the selected service layers:

¢ The service definition of a given service layer specifies the “open” interface
through which service users access the specific type/level of services provided
by that layer.

e The protocol specifications are contained in protoco! architecture Volumes
containing specifications as provided by the established standards bodies; any
references 1o the protocol operations are limited to the management and policy
aspects of the service definitions.

This architecture defines the service interfaces for the communications functions
contained in the lower three layers of the OSI reference model or the "DLC Layer”
of the SNA model.

LSA provides a clear and specific context for the communications concepts and
their structural relationships as abstract data types. It provides a reference point
for a valid implementation of the communications 1/O service interface and a stable
base of the communications /O service definitions.

The service definitions of the LSA are independent of the system facilities of the
product that will implement the communications services.

4. 1 2 Dependencies on Other Architectures

LSA is dependent on the following other supporting architecture functions:
e Operational Environment

These functions provide code loading and support of inter-layer transport
establishment.

¢ |nter-Layer Transport {(ILT)

These functions provide an entlity to enlity (or process to process) transport
mechanism (connection) which carries the LSA primitives.

4.2 Terms

4-2 HLM Architecture

NEI Network Entily Identifier

CM Connection Manager

CNM Communication Network Management
EE Entity Enabler

LANSM  LAN Station Manager

LME Layer Management Entity

LF Largest Frame

DU Data User
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HB Hearlbeat

NE | Database This data base, which is contained in LANSM, is a collection of NE|
names and other related information. LSA does not define this data
base.

MEA Managed Entity Application -Is an LLC User (e.g., Bridge Server Appli-
cation, File Server Application, etc.) function that may be presentin a
station. The LAN Station Manager manages object owned by the MEA

via a CNM SAP.
LSA Lower-layer Services Architecture.
SAP Service Access Point.

4.3 LSA LAN Station Manager Reference Model

This is an abstract mode! of a real open system. As a conceptual and functional
framework, its goal is to define a common basis for coordinated development.

The LSA LAN Reference Model consists of the following functional entities and
external resources.

——
CNI COMNECT]ON | DATA
Hanager Manager !_USER External Entities
.t '
T O — (-
v |
—_— | |
LAN ( | |
Station | | |
Hanager |4 —— - —— %
— | |
4 4 | | .
| v v . Entity
| .
| L LAN LLe }4_.
| Enabler
| s
| |
| |
| 1
r .
[ LAN  Media Access Control «—>»

Figure 4-1. LAN Station Manager, LLC, and MAC LSA Model

Chapter 4. Lower-layer Services Architecture (LSA) for LAN Station Manager 4-3
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4.3.1 Required External Resources

CNM Manager

The upper level communication soflware can be of various flavors, SNA, 0S|, eic.
Because we can not assume any one particular architectural configuration of the
upper level communication support, we have chosen instead to identify FUNC-
TIONS that must be performed by the upper level software. These functions are
depicted in the figure by the CNM, CONNECTION, the ENTITY ENABLER, and the
DATA USER.

These external resources are needed to define where LSA sends asynchronous
primitives.

Note that all of the external resources may not be required by every protocol. The
LSA Reference Model identifies a superset of external functional resources and
each protoco! will identify which of them that it requires.

The intent of the LSA "EXTERNAL™ resources is to identify all function support that
each LSA entity will require from outside of its scope.

These "EXTERNAL" resources are identified to each LSA entity by activaling a SAP
1o the LSA entity and identifying what services are available through this SAP.

This manager provides Communication Network Management (CNM) functions to
LSA. These functions include reporting statistics and counters, setting thresholds,
and obtaining and changing configuration information.

Connection Manager

Entity Enabler

Data User

4-4 HLM Architecture

This manager performs the required connection procedures using the primitives
defined and supported by LSA. This manager “understands” the physical config-
uration, causes the proper protocol stack to be built and then issues the correct set
of LSA primitives to cause a connectlion to be established

The Conneclion Manager understands LSA resources and is informed if a resource
fails.

The Entity Enabler component provides the initial configuration paramelers o a
newly created entity. The Entity Enabler also clears the configuration when
desired. The Enlity Enabler works in conjunction with the local operaling system
services which creates the LSA entities and establishes the underlying transport or
logical connection mechanism between LSA entities and External resources.

The Data User uses LSA primitives to send and receive PDUs. In an SNA Node, the
Data User is Path Control. .

8(
|
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4.4 LSA LANSM Function Placement

LSA defines the LANSM as an Entity that provides both Name Management and
Resource Management functions to the users (external LSA entities) and uses ser-

vices provided by the LLC, MAC, and Managed E ntity Application provider entity
instances.

The Managed E ntity interface (not explicitly shown) composed of the LAN Station
Manager user accessing an LME via an LSA SAP (as a CNM mgr.)

The LAN Station Manager also utilizes connectionless data transport services pro-
vided by the LAN LLC to send/receive connectionless data for Name and Resource
Management. The LANSM access the LLC via two LSA Data User SAPs (the N
refers to Name Management and the R refers to Resource Management.)

CHH Manager Connection Manager Data
: User
—
CNY CH
SAF SAP L
— Name
Managing Process Hgmt .
LAN Station Mgr. CH pu
m— | — 1 SAP SAP
CNM
SAP
Managed Entity
Application
e
o DU
Chee SAP SAP DU
A SAF | ———— (N) -1 (R) SAP
(411 2 . d tes L -
SAP LME l LAN LLC
oU
4]}
1 SAP ——
1T )
LME | LAN MAC
e

Figure 4-2. LSA LAN Station Manager Function Placement
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CHH ‘l Connection Mgr. Qata User
Data
CH DU | User
SAP SAP
l | —
CN | — —
SAFP LHE ! — LAN LLC
v
(4]
—-1 SAP
NG ) —J
{ LME | LAN MAC
i

Figure 4-3.

LSA LANSM Function Placement with Collapsed LLC LANSM Interface. LSA
allows implementations to “collapse” two entities together thus making the
interface between the two implementations specific. In this example, the
LANSM and the LLC are collapsed, thus the LANSM/LLC interface (denoted

by the dots) is implementation specific.
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4.5 Resource Management

LSA for LAN Station Manager defines two interfaces involved with Resource Man-
agement: Managing Process (MP) and Layer Management Entity (LME).

The Managing Process interface allows a User entity (e.g.,, a CNM Manager) to rely
on the LANSM (provider) for Remote Operations (RO) services. in the following
figure, the CNM Manger contains Remote Operations state machine function. The
CNM Manager relies on the LANSM to build the RO frame based on the primitive
(INVOKE, REJECT, ERROR, RESULT) and to guarantee delivery (via retries, etc).

The Invoke instance is a construct that is presumed 1o exist in the LANSM. 1t is
created upon receipt of a INVOKE.request primitive and contains information
{e.g..INVOKE ID) necessary to associate incoming frames (REJECT, ERROR,
RESULT) with the original INVOKE request.

Communications Network Manager

%u_mv_m

U_SAP_1D |
! |
]
| INVOKE.reg,cnf,ind,rsp

LSA SAF | REJECT.ind,req,cnf
| ERROF.ind,req,cnf
| RESULT.ind,req,cnf
|
1 ‘ n

B

P_SAF_ID |
!
|

| INVOKE
Instance

- P_INV_ID

RO Protocol Machine function

Builds Frame (based on primitive type)
Guarantees delivery of RO frame
Retries, Timeouts

LANSH

Figure 4-4. Managing Process interface of LAN Station Manager
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The Managed Entity (LME) interface is allows the LANSM (user) to perform
CMIP/RO functions and to perform local operations (GET, SET, EVENT, ACTION,
CREATE, DELETE) on local provider LMEs.

in the following figure, the LANSM is assumed to have the capability {o guarantee
delivery of RO frames and also have RO state machine function. The Object
Reporting info Table (which is a construct that is presumed to exist in the LANSM)
contains information on where (e.g., address of a remote manager) the LANSM
reports EVENTS (depending on the objects contained in the EVENT).

LAN Station Manager

Object Reporting info Table

Object, Reporting infe

RO State and Protocol Machine function

- Builds Frame (based on State Machine input)
Guarantees delivery of RO frame
Retries, Timeouts

- Handles the sequences of RO exchanges

U_SAP 1D U_SAP_1D U_SAF_ID
— [_— —_— ———
CHY CHY CNY
SAP SAP SAP
(1) (1) (1)
P_SAP_1D
Hanaged Entity Application
LME
—i ———
P_SAP_ID
Logical Link Control
LHE
P_SAP_1D Media Access Control

LHE

® The LSA primitives that may flow through this SAP are GET.req/cnf,
SET.req/cnf, EVENT.ind, ACTION.req/cnf, CREATE.req/cnf, DELETE.reqg/cnf.

Figure 4-5. Layer Management Entity interface of LAN Station Manager
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4.5.1 Resource Management Flows
The following example flows show LANSM resource management funclions per-
formed by LSA primitives.

— .
N [cu»j lrcc I LANSH L wxc]
) A,
. . + HAC_ENABLE.req . .
]. . . »e
. . + MAC_ENABLE.cnf- . .
2. . . e
. . + DL_ENABLE.req - . .
3. . > . .
. . + DL_ENABLE.cnf - . .
4, . . .- . .
. + SH_ENABLE.req . .
5. . . —— . . .
. . + SV_EMABLE.cnf - . .
6. - . e .. . .
. + SH_ACT_SAP.req (CNM mgr) - . .
7. . . S . . .
. ¢« SM_ACT_SAP.cnf . . .
B. . .a . .
. . . - DL_ACT_SAP.req (CNM mgr)
Q. . . . . r—_——— —— . .
. . . + MAC_ACT_SAP.req (CHM mgr
10. - . . . >
. . . * MAC_ACT_SAP.cnf .
1. - . . .a .
. . . + DL_ACT_SAP.cnf .
12. . . . (Y P —— .
+ SH_ACTIVATE_SAF.rea (LANSM SAP Parms, LLC SAP Parms, MAC SAP Parms)
13, -— > . .
. + DL_ACT_SAP.req (DU, Name mgt LSAF)
14, - . . ——_ —  ». .
+ DL_ACT_SAP.cnf .
15, - . . - — e o .
+ DL_ACT_SAP.req (DU, Res mgt LSAF)
1€ . . . P S .
. . . *MAC_ACT_SAP.req
. . « (DU, CH) -
7. - . . . —— .
. “MAC_ACT_SAP.cnf
18. - . . . o ——
. + DL_ACT_SAP.cnf .
1. - - - e ———— . .
+ DL_UNITDATA.req .
20. - . . P ) .
*HAC_MSG.req
21, - . . . —_— .
. . . . . « Function Present
22 . . . . . LR — >
. . . - *HAC_MSG.cnf
23, - . . . .- —_
. . . + DL_UNITDATA.cnf .
24_ . . . .d e e @ .
© SM_ACTIVATE_SAP.cnf - . . .
25. -« . .
. . . . . « ACTIOH(Register)
26. - . . . . [T PRppRpup.
. . . . *MAC_MSG. ind
27. - . . . - ——— e
. . . « DL_UNITDATA. ind .
28. - . . ——— . .
. . . * DL_UNITDATA.req .
29. . . . @ ————— .

Figure 4-6. Registration Flow
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o)

30.

31.

32.

33.

*HAC_MSG.req
. Fy

+ ACTION(Register)

. ea— .
- DL_UNITDATA.cnf .

-

Figure 4-7. Registration Flow

The following notes are the descriptions of the numbered primitive flows shown
above.

1-6

9-12

13

14,15

16

17,18
19
20-22

23

24

25
26-28

The Entity Enabler passes configuration parameters to the MAC, LLC
and LANSM entities.

The CNM Manager activates a SAP to the LANSM and identifying itself
as the CNM Manager to the LANSM. At this time the LANSM specifies
in the Encoding_Rule parameter in the ACTIVATE_SAP primitive which
indicates the encoding rule (e.g., ASN.1) used for the CNM data passed
in the LSA primitives (e.g., INVOKE, RESULT,....) and the version
number of the archilecture supported.

LANSM confirms that the CNM SAP was activated.

The LANSM activates a SAP to the LLC LME and identifies itself as the
CNM Manager to the LLC. The LANSM also activates a CNM SAP to the
MAC LME. Atthis time the LANSM specifies in the Encoding_Rule
parameter in the ACTIVATE_SAP primitive which indicates the encoding
rule (e.g., ASN.1) used for the CNM data passed in the LSA primitives
{e.g.. GET, SET, EVENT,...) and the version number of the architecture
supporied.

The combined Data User and Connection Manager aclivates a SAP to
the LANSM and passes SAP configuration parameters for the LLC and
MAC.

The LANSM activates a Data User SAP (including the Name Mgmt.
LSAP value) to the LLC to be used for Name Mgmt. primitive flows.

The LANSM activates a Data User SAP (including the Resource Mgmt.
LSAP.value) to the LLC to be used for Resource Mgmt. primitive flows.

The LLC activates a SAP (Data User, and Connection Mgr.) to the MAC.
The Data User (Resource Mgmt.) SAP is confirmed.

The LANSM begins the Registration process by composing the
connectionless Function Present Event frame and passes it to the LLC
(via the Resource Mgmt. SAP), which in turn passes it to the MAC,
which sends the frame.

The MAC confirms that the frame was sent.
The LLC confirms that the data was sent.
The LANSM confirms that the SAP was opened.

The MAC receives an ACTION (Register) frame from the remote station
(e.g. LAN Manager) and passes it to the LLC. The LLC passes it to the
LANSM via the Resource Management SAP.

RTP 8(
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29-33 The LANSM interprets the | Field of the frame and responds with the
appropriate ACTION (Register Response) frame.

Chapter 4. Lower-layer Services Architecture (LSA) for LAN Station Manager  4-11
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RTP

1 = —
| LCNM £t I LANSH ‘ Le ‘ HAC
. + SH_ENABLE.req - . .
1' . . ——_— — - . .
. - SM_ENABLE.cnf - . .
2. . . PO N — . .
. + SM_ACT_SAP.req (U_SAP_ID,CNH mar) (Configuration Parms)
3. . - > . .
. + SH_ACT_SAP.cnf (U_SAP_ID, P_SAP_ID) (Configuration Parms)
4. . > . .
. . . - DL_ACT_SAP.req (CNM mgr)
5. . . .  ———— b o -
. . - MAC_ACT_SAP.req (CNM mgr
6. . . . .
. - MAC_ACT_SAP.cnf .
7. . . . -
: . . + DL_ACT_SAP.cnf .
9- . . e —— e o
+ SH_INVOKE.req(P_SAP_ID, U_INV_ID, Priority)(Oper, Arguments)
9, . > . .
*UNIT_DATA.req-
10 . . . P ————— .
. . . . *HAC_MSG.req
11. . . . —_— .
. . . - ROIV
12. - . . . . ¢ e >
. *HAC_MSG. :nf
13. . . . —— .
. -UNIT_DATA.cnf- .
14. . - LY P —— .
. . . . - RORSF
15. . . . o Mo
. . “HAC_MSG. ind
]6' . . [ PE—
“UNIT_DATA. fnd- .
17. . . ——— . .
+ SH_RESULT.ind(U_INV_ID) (Results arguments) .
18. .- . . .
. - SH_TMVOKE.cnf (U_INV_ID, P_INV_ID) . .
19. . . . - .
. - SM_IMVOKE.req(P_SAP_ID, U_INV_ID, Priority)(Oper, Arguments)
2C. - — > . N
“UNIT_DATA.req- .
21, . . —_— . .
. . . . *HAC_MSG.req
22. . . . *— >
. « ROIV
23_ . . . . . * meree—- »
. . . . “MAC_MSG. cnf
24, - . . . ce- .
. . . ~UNIT_DATA.cnf- .
25. . . —— .
. . . . + ROERROR
26, - . . . . . eceaen
. . . . “MAC_MSG. ind
27‘ . - . . .q -
. . . *UNIT_DATA. ind- .
28. . . . .- — .
. + SH_ERROR. ind (U_INV_ID) (Error Data) . .
29. . - . .
. + SM_INVOKE.cnf (U_INV_ID, P_INV_ID) . .
39, . . . .

Figure 4-8. Managing Process INVOKE, ERROR, REJECT fiows
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‘31.
32.
33,
34,
35.
36.
38.
39,
40.
4],

37.

RTP

ol ) [ [ (=

- SM_INVOKE.req(P_SAP_ID, U_INV_ID, Priority)(Oper, Arguments)
> . -

*UNIT_DATA.req-
D e ——— -
*HAC_MSG.req

—_—

“HAC_MSG. cnf

.-

*UNIT_DATA.cnf

Y P

“HAC_MSG. ind
. .q
~UNIT_DATA. ind-
. . —— .
+ SH_REJECT_ind(U_INV_ID) (Error Data)
‘a- . -

© SH_INVOKE.cnf (U_INV_ID, P_INV_ID)

.. .

Figure 4-9. Managing Process INVOKE, ERROR, REJECT flows

The following notes are the descriptions of the numbered primitive flows shown

above

1.2

10-14

1517
18

19

The Entity Enabier passes configuration parameters to the LANSM
entity.

The CNM Manager activales an interface SAP to the LANSM and identi-
fying itself as the CNM Manager to the LANSM. At this time the LANSM
specifies in the Encoding_Rule parameter in the ACTIVATE_SAP primi-
tive which indicates the encoding rule (e.g., ASN.1) used for the CNM
data passed in the LSA primilives (e.g., INVOKE, RESULT,....) and the
version number of the archilecture supported.

LANSM confirms to the CNM mgr. that the CNM SAP was activated.
This also allows configuration parameters to be returned if they are
assigned in the LANSM.

The LANSM activates a SAP to the LLC LME and identifies itself as the
CNM Manager tothe LLC. The LANSM also activates a CNM SAP to the
MAC LME.

The CNM mgr. issues an INVOKE primitive to the LANSM. This primitive
contains a U_INV_ID (assigned by the CNM mgr), RO Operations and
CMIP Arguments, REMOTE SAP/MAC ADDRESS.

Upon receipt of the INVOKE primitive, the LANSM creates an INVOKE
ID, assigns a P_INV_ID, builds a RO-INVOKE frame, and passes it {o the
LAN LLC where it is sent as conneclionless data.

When the RO-RESULTS frame is received, it is passed to the LANSM.

The LANSM compares INVOKE IDs in the frame with the INVOKE IDs in
the INVOKE instances and them passes the results to the CNM manager
using the appropriate U_INV_ID.

The LANSM confirms the INVOKE request was done.

Chapter 4. Lower-layer Services Architecture (LSA) for LAN Station Manager  4-13
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20-25

26-28

28

30
3141

RTP 80 ‘

The CNM manager issues another SM_INVOKE primitive to cause a '
RO_INVOKE frame to be sent to a remote station.

A RO-ERROR frame is received from the remote station and is passed
to the LANSM.

The LANSM compares INVOKE IDs and indicates to the CMN manager
that the RO-ERROR was received.

The LANSM confirms the INVOKE request was done.

The CNM manager sends another RO_INVOKE message, this time it is
rejecled and the LANSM indicates this to the CNM manager.
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. — _ S o
l ql i MEA E[.( ! | LANSH} LLJ MAC

+ SH_ENABLE.req -

1. S .
- SM_EMABLE.cnf - .
2. . —— . . .
+ SH_ACT_SAP.req (U_SAP_1D,CNH mgr) (Configuration Parms)
3. .a . . .
. « SH_ACT_SAP.cnf (U_SAP_ID, P_SAP_ID) (Configuration Parms)
'R . . >- . .

» DL_ACT_SAP.req (CNf mgr)
5, . . o o e B

. . . + MAC_ACT_SAP.req (CNM mgr)
6. . . . . >
. . . + MAC_ACT_SAP.cnf
7. . . . e
. . . + DL_ACT_SAP.cn
8. . . . «— . .
* ROV
9. . e
*MAC_MSG. ind
10. . e .
*UNIT_DATA.ind-
11‘ B . [ —
+ SM_GET.req(P_SAP_ID) (CHIP Arguments)
12. -
« SM_GET.cnf(U_SAP_1D)(CMIP Arguments)
13. . > .
*UNIT_DATA.req-
14. . . B ¢ e ece—p .
*HAC_MSG.req
15 . . . .  —_—— -
RORELS
16. . ¢ - >
. . . *HAC_MSG.cnf
17. - . . . .- —_—
*UNIT_DATA.cnf+
18. - . . el — e
ROIV
19 . e
: : . . *MAC_MSG. ind
20. - . . . .a —t
: . . <UNIT_DATA.ind-
2) . . . . e —_ . .
. . . ‘DL_GET.req (CHIP Arquments)
22. —— . .
+DL_GET.cnf (CMIP  Arguments)
23 . . . oq —— — .
*UNIT_DATA.req-
24. . . . . —— »e .
. . *HAC_MSG.ren
25, - . - . — e .
. . RORES
26. -+ . . . . o e >
Figure 4-10. Managed Entity flows
1,2 The Entity Enabler passes configuration parameters {o the LANSM
entity.
3 The LANSM activates an LSA SAP to the Managed Entity Application’s
LME.
4 The MEA confirms to the MEA that the CNM SAP was activated and

passes the Objects (that are “owned™ by the MEA LME e.g., Object
Ciass and Object Instance) to the the LAN Station Manager This would
allow the LAN Station Manager fo associate objects with LMEs.
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5-8 The LANSM aclivates an LSA SAP to the LLC LME and identifies itself
as the CNM Manager to the LLC. The LANSM also activates an LSA
CNM SAP to the MAC LME. At this time the LANSM specifies in the
Encoding_Rule parameter in the ACTIVATE_SAP primitive which indi-
cates the encoding rule (e.g., ASN.1)
used for the CNM data passed in the LSA primitives (e.g., GET, SET,
EVENT,...) and the version number of the architecture supported.

9-11 Upon the receipt of a RO-INVOKE frame, it is passed to the LANSM.

12 The LANSM interpret the CMIP arguments and determines that they are
managed by the Managed Entity Application’s LME (this could be done
by matching the objects to a list of objects included in the parameter list
when the CNM SAP was activated) and issues a Get.request to the LME.

13 The MEA LME performs the appropriate operation and passes back the
results in a GET.cnf.
1418 The LANSM creates a RO_RESULT's frame and passes it to the LAN
: LLC where it is sent as connectionless data.
19-21 Ancther RO-INVOKE is received and is passed to the LANSM.
22-23 The LANSM interprets the CMIP arguments and determines that they

refer to objects in the LLC (e.g., by comparing the object class and
object instance from the incoming data with cbject class and object
instances associated with LSA SAPs (step 4), the appropriate primitive
may be sent to the correct LLC.) The LANSM issues the appropriate
LSA primitives thal perform the requested function (e.g, GET) to the
LLC.

24-26 The LANSM issues 3 RO-RESULTS from back 1o the managing station.

4-16  HLM Architecture
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[ |
40 | e l { £E l [lNJSMJ L HAC
« ROV
1 . e
. . . . *MAC_MSG. ind
2. . . . . .e -
. . . -UNIT_DATA. ind-
3. . . el — e o
- SM_INVOKE. fnd(U_SAP_ID, P_INVOKE_ID)
4. . . .
- SM_INVOKE.rsp(P_SAP_ID, P_INVOKE_ID, U_INVOKE_ID, ACTION=keep)
5. - > o - .
- SM_RESULT.req(P_SAP_ID, P_INVOKE_ID)
6. . > .
*UNIT_DATA.req"
7. [ — .
*MAC_MSG.req
8. . >
+ RORESULT
9. . LRS-
. *MAC_MSG.cnf
10. - . - .
. -UNIT_DATA.cnf-
1. - .- . .
. - SN_RESULT.enf(U_SAP_ID, U_INVOKE_ID)
12. - - .
. . * ROIV
13. - - PR S
. -MAC HSG.ind
14. M . o e
. : . *UNIT_DATA.ind-
15. - . . —— .
. - SH_INVOKE.ind(U_SAP_ID, P_INVOKE_ID)
16. - .- . .
. + SM_INVOKE.rsp(P_SAP_ID, P_INVOKE_ID, U_INVOKE_ID, ACTION=rem)
17. . >- . .

Figure 4-11. Managing Process Interface for receiving an unsolicited INVOKE request.

1,23 A remote station sends an unsolicited INVOKE frame
(RO-INVOKE-EVENT-REPORT)_and itis passed to the LANSM.
4 The LANSM creates an INVOKE instance and assigns a P_INVOKE _ID,

and passes the CMIP data in an INVOKE.ind to the CNM manager.

5 The CNM Manager interprets the CMIP data and determines that the
operation is a confirmed operation and issues an INVOKE .rsp (with
ACTION=Keep.)

6-11 The CNM manager performs the requested operation, and sends the
results (targeted to the invoke instance previously created) to the oper-
ation requestor.

12 The LANSM removes the invoke instance and confirms that the result
was sent

13-15 A remote station sends an unsolicited INVOKE frame
(RO-INVOKE-EVENT-REPORT) and it is passed to the LANSM.

16 The LANSM creates an INVOKE instance and assigns a P_INVOKE_ID,
and passes the CMIP data in an INVOKE.ind to the CNM manager.

17 The CNM Manager interprets the CMIP data and determines that the

operation is a unconfirmed operation and issues an INVOKE..rsp (with
ACTION=remove.) The LANSM removes the invoke instance.
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16.

11.

12.

13.

14,

15.

16.

17.

16.

o ] [a

[ L ] HAC

l LANSH ;

+ SH_INVOKE.req(F_SAP_1D, U_INV_1D) (Oper, Arguments)

*UNIT_DATA.req-
> .
*HAC_MSG.req
[ N
+ ROIV(IV=x,..)

....... { d

~MAC_MSG. cnf

.4

" <UNIT_DATA.cnf-
G ——

« ROIV(Link=x,..)

*MAC_MSG. fnd
. —— .
“UNIT_DATA. ind-
e @

- SM_INVOKE. ind (U_INV_1D, P_INV_ID) (CHIP Data)

+ ROIV(Link=x,..)

“MAC_MSG. ind
. e |
-UNIT_DATA.ind-
. . e — .
SH_INVOKE. ind (U_INV_ID, P_INV_ID)(CMIP Data)

.
.a

+ RORS(1V=x,..)

-HAC_MSG. ind

R ]

“UNIT_DATA.ind
. . [ P ———
< SM_INVOKE. cnf (U_TWV_ID, F_IHV_ID)

e

Figure 4-12. Managing Process INVOKE with Linked Replies

The following notes are the descriplions of the numbered primitive flows shown

above.

1-6

7-8
10

1114

15-17
18

4-18 HLM Architecture

The LANSM user (CNM manager) sends a INVOKE.req to the LANSM,
which causes the LANSM to assign an invoke id (in this case iv=x),
form a RO-INVOKE frame and send it.

A RO-INVOKE is received and passed to the LANSM.

The LANSM interprets the frame (determining that it is an invoke and
that it is a linked reply) and sends an INVOKE.ind which contains the
CMIP data to the LANSM User. This primitive also contains the

P_INV_ID of the Invoke instance, which may be required if the CNM mgr

needs {o send a reply (e.g., RO_ERROR, RO_RESULT,..) prior to the
end of the series of linked replies.

The second linked reply frame is received and passed to the LANSM
user.

An RO_RESULT is received and passed to the LANSM.

The LANSM interprets the frame and determines that frame signals the
end of the linked replies for invokeid =x and sends an INVOKE.cnf to
the LANSM user (CNM mgr)

RTP 8C ]
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4.6 Name Management

LSA for LAN Station Manager defines an interface for Name Management which
allows a user (e.g., Connection Manager) to perform address resolution and route

discovery.
Connection Hanager
+U_NAME_1D «FIND_CORR_ID
’ .
U_SAP_ID | |
| I—
| |
| |
| |
LSA SAP | |
| |
| |
| :
{ | |—
P_SAF_ID | |
NEI Table | |
i |
| | FIND Instance
| !
!
NED, Related information|«---- P_NAHE_ID + FIND_CORR_ID

LANSH

Figure 4-13. LSA LAN Station Manager Identifier relationships. The NE! Table may
contain the individual NEls (and related information) of the users (applica-
tions) present in this station. The FIND Instance represent the process of
finding a NEl in the Network. The dashed lines indicate the relation ships of
User and Provider identifiers.

Note: LSA only defines the LANSM interface, therefore the components like
NE! Table and FIND Instance are only examples of constructs or functions
that are presumed to exist in LANSM. This also does not preclude any other
functions that may exist.

4.6.1 Name Management Flows
The following example flows depict LANSM Name Management functions per-
formed using LSA primitives.
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o] o] [ [ (W) [x

- SM_ACT_SAP.req (CNM)

1. > .
* DL_ACT_SAP.req (CHN) .
2. . . . @ e e & .
* DL_ACT_SAP.cnf- .
3' - . e — . .
. » SM_ACT_SAP.cnf . .
'R . .a . . .
+ SM_ACT_SAP.req(LANSH SAP Parms, LLC SAP Parms, MAC_SAP Parms)-
5. .o > . - .
+ SH_ACT_SAP.cnf . .
6. . . - -
. » DL_ACT_SAP.req (DU, Resource LSAP)
7. . —_— .
* HAC_ACT_SAF.req
. . . . « (CH, CNM, DU)
8. - . . . — >
. . . . + MAC_ACT_SAP.cnf
g. . . . . LY P ——
. o i + DL_ACT_SAP.cnf-
10 . . . * . . .
. . . * DL_ACT_SAP.req (DU, Name LSAP)
1] . . . —_— .
* DL_ACT_SAP.cnf-
12. . . . .a .
* SM_ADD_NAME.req (F_SAF, NEI, U_MANE_ID)
‘3- ® >
+ SM_ADD_NAME.cnf (U_SAP, P_NAME_ID, U_NAME_ID)
14, -« . .
. * DL_UNITDATA.req
15_  ——— . -
* HAC_MSG.re
16. ———
Heartbeat frame
17. S -
. . . . * HAC_MSG.cnf
lE. M . . . e — —_
. . . + DL_UNITDATA.cnf
19, - . . e e .
“WAC_MSG.ind- FIND
20. . . — eececeees
. . + DL_UNITDATA. ind
21_ . . - - — —_——
. . . * DL_UNITDATA.req
22. . ——b .
. . . . *MAC_MSG.req-
23. . . . . e —— .
. . . . . FOUND
24. L e >
*HAC_MSG.cnf-
25. . c——— .
: : . * DL_UNITDATA.cnf
26. - . . —— .

Figure 4-14. Adding a Name flow

The following notes are the descriptions of the numbered primitive flows shown

above.

1 The CNM Manager activates a SAP to the LANSM and identifying itself
as the CNM Manager to the LANSM.

2,3 The LANSM activates a SAP to the LLC and identifies itself as the CNM

Manager to the LLC.

Note: At this time the LANSM may also activate a CNM SAP to the

MAC (This would result in separate CNM and CM/DU SAPs).




8,9

10
1112

13,14

15-18

20-26

RTP

LANSM confirms that the CNM SAP was activated.

The Connection Manager aclivates a SAP {o the LANSM and passes
SAP configuration parameters for the LLC and MAC.

The LANSM confirms that the SAP was activated.

The LANSM activates a Data User SAP (including the Resource Mgmt.
LSAP value) to the LLC to be used for Resource Mgmt. primitive flows.

The LLC activates a SAP (Data User, Connection Mgr. and CNM Mgr.) to
the MAC. Also, the Locate functional address may be opened by the
MAC to allow this station to receive frames from stations in distributed
address server mode.

The Data User (Resource Mgmt.) SAP is confirmed.

The LANSM activates a Data User SAP (includihg the Name Mgmt.
LSAP value) to the LLC to be used for Name Mgmt. primitive flows.

Connection Mgr. adds a Network Entity identifier to the Network E ntity
identifier database in the LANSM and established a U_NAME, P_NAME
relationship. Subsequent request primitives that refer to names in the
Network Entity Identifier database will use the P_NAME _ID torefer to a
specific name.

If the ACTION =Heartbeat was present ir, the ADD_NAME req then the
LANSM Heartbeats for that name.

A FIND is received from the Network, which results in a FOUND being
sent back.
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Ex

{cun -] Ltc J I LANSH ] e | | mac l

- SM_FIND.req (P_SAF_ID, NEI, FIND_CORR_ID, Route_Selection)

16, -«

+ DL_MODIFY_SAP.req (MAC_info)
 — b .
MAC_MODIFY_SAP.req( FA = HB)
—_———.
- MAC_MODIFY_SAP.cnf
. o<
+ DL_MODIFY_SAP,cnf

—_— e .

+ MAC_MSG. in

@

+ DL_UNITDATA.ind (HB frame)

. —— .

+ DL_UNITDATA.req

 — .

.

HAC_MSG.reg
—_— .
HAC_MSG.cnf  FIND

.
D T T pep—— id

+ DL_UNITDATA.cnf

e

.
-

- MAC_MSG. ind

<

- DL_UNITDATA. ind

e ..

- SM_FOUND.ind (U_SAP_ID, FIND_CORR_ID, NEI, RMAC RSAP, ROUTE)

« SH_FIND.cnf (U_SAP_ID, FIMD_CORR_ID, NEI)

17, -ea—

Figure 4-15. Receiving a Heartbeat flow

The following notes are the descriptions of the numbered primitive flows shown

above.

1

2-5

6-8

Connection mgr. requests LANSM to send a FIND frame to locate a par-
ticular application identified by Network Entity Identifier (NEI).

The Connection mgr includes a FIND_CORR_ID to be used for routing of
the confirm and future SM_FOUND _ind primitives. The FIND_CORR_ID
is used {o correlate FIND/FOUND frames (e.g. if the FIND includes a
Group Name and the FOUND contains a specific name).

The Route_Selection byte specifies a particular algorithm to be used by
the LANSM in “best route” selection. This is only applicable if route
seleclion is done in the LANSM.

The LLC causes the MAC to “open” the heartbeat functional address
and to begin monitoring the ring for a heartbeat frame for a period of
time (defined by the protocol.)

In this example, a heartbeat (for the desired application) is received
and is passed to the LLC, which in turn passes it to the LANSM (via the
Name Mgmt. SAP).

RTP 8(
|




9-12

13-15

16

17

2.

e

1. - SM DELETE_NAME.req (P_SAP_ID,. P_NANE_ID)

The LANSM interprels the frame and builds a Find frame using the
address provided in the Hearlbeat frame, passes it to the LLC (via the
Name Mgmt. SAP), which in turn causes the MAC to send the frame to
the Network.

One (or more) Found frame(s) may be received from the remote station
and are passed up to the LANSM.

Note: In the event of two or more FOUND frames that contain different
Source Address values are received, the LANSM may notify the CNM
manager (using an LSA CNM primitive.)

The “best route” is selected from the FOUND frame(s) received.

Note: If the “best route” selection is done in the LANSM, the
DL_FOUND.ind is sent to the user containing the best route. If the route
seleclion is done by the LANSM user, either a list of routes may be sent
in one DL_FOUND ind to the LANSM user or a series of DL_FOUND.ind
{one route per FOUND.ind) may be sent to the LANSM user. A LANSM
link configuration parameter (Best_Route_Selection) identifies if the
selection is done in the LANSM or not.

The FIND.request specifies the route selection algorithm.

The confirm may be used 1o signify the last FOUND.ind for a given FIND.

{EN“_] 13 ] LAHSH ] e l

- SM_DELETE_NAME.cnf (U_SAP, U_NAIE)

e ee— e —

Figure 4-16. Deleting a name flow

1

Connection Manager requests the stalion manager to delele name iden-
tified by the P_NAME _ID.

Note: If the LANSM is heartbeating for the name (lo be deleted), the
hearlbeating is stopped.

Note: Ifthe P_NAME_ID is all zeros, then all the names associated with
the SAP are deleted.

LANSM sends a confirm, indicating that the name has been deleted.
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4.7 LAN Station Manager Primitive Definition

4.7.1 Common Elements of the LSA Primitives
To promote commonality, each primitive will be structured such that common
parameters, common fields, etc. are specified in the same way and at the same
offsets. The goal is to provide 3 common base for each primitive that can be cus-
tomized by adding protocol-specific information.

4.7.2 Primitive types

There are four types of LSA primitives:

Request Confirm _ : ‘
Response  Indication

All primitives are divided into two seclions; an Interface Control Information (ICl) y
section and an Interface Data (ID) section. ‘

The Interface Control information section is a variable length data structure that ,
contains the parameters that tailor the function of the primitive. 3

The Interface Data section contains the Data associated w/ith this primitive. It con-
tains such information as configuration data or I-field data. f

The generic formats of these primilive types are described below.

Request, Indication, and Response format
All three of these primitive types have the same format.

Interface Control Information:

Byte Length Description

0 P IC1 length (including this field)

2 2 Primitive Code

4 2 Interface Data field length

6 1 Selector

7 1 1D Type

8 4 Identifier (ID)

12 var Primitive and protocol! specific information
Interface data:

Byte Length Description

0 n Data, parameters, etc.
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Confirm format
The confirm primitive type shares the same base format as the other primitive
lypes bul adds information that is pertinent to reporting completion status.

interface Control Information:

Byte Length Description

0 2 ICi length (including this field)

2 2 Primitive Code

4 2 interface Data field length

6 1 Selector

7 1 1D Type

8 4 Identifier (ID)

12 12 Common Status

24 var Primitive and protocol specifi< information
Interface data:

Byte Length Description

0 n Status information, parameters, data, etc.

Common ICl parameter definitions
ICllength Interface Control Information length is the total byte count
of the ICl including itself.

Primitive Code This is the hexadecimal encoding identifying a specific
primitive.

Primitive | Category Comand  Code
Type

Bits 0- 3 Primitive Type

X'0' = Request
X'4' = Indication
X'8' = Response
X'C' = Confirm

Bits 4 -7 Category

X'C' = Management primitive
X'D' = Normal service primitive
X'E' = CNM primitive

Bits8-15 Command Code

This is a hexadecimal encoding identifying
the function to be performed.

interface Data field length This is the total byte count of the interface Data area of
the primitive. If this field is sel to zero, no interface data
exists.
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Selector

ID Type

Identifier (ID)

Common Status

This field identifies the layer to which this primitive is
directed. This allows multiple LSA entities to share a
common input queue or entry point.

Layer ID Bits 0-3:

X'2' =8SM
X'6' =DLCLLC
X'A' = MAC

X'B' = Managed App!. Entity
Bits 4-7: Reserved
This field defines the contents of the Identifier field.

0 = 1ID field contains zeros and this primitive will be
handied by the Entity Manager within the entity.

1= IDfield contains a u_CEP_id, Invoke Identifier, or
Name identifier.

2 = 1D field contains a p_CEP_id, Invoke Identifier, or
Name Identifier.

3 = IDfield contains a u_SAP_id

4 = |Dfield contains a p_SAP_id

5 = ID field contains zeros and this primitive relates to
the entire physical link (not to a particular CEP or
SAP).

6 = ID field contains zeros and this primitive relates to
all stations and not to a particular CEP or SAP.

7 = |ID field contains zeros and this primitive relates to
all SAPs. '

8 = Reserved

8 = IDfield contains a p_SAP_id and this primitive

relates {o all stations within the identified SAP.

Based on the ID type field, this contains either zeros
(Entity Manager within the entity) or a Service Access
Point Identifier (SAP_id) alias, or an identifier for a partic-
ular resource {(Connection End Point (CEP), Invoke
instance, or Name instance.)

This field contains the complelion code (and other infor-
mation) which indicates whether successful completion
has occurred, or whether some error has been encount-
ered. In addition the field contains information identifying
the Entity that detected the error, the type of error, and
logging information.

Primitive and protocol specific information

Contains information that is unique to either the particular
primitive or the particular protocol.

Note: This is not a free-form field. The individual primi-
tives will be explicitly defined. This is simply a
generic format concept.

RTP
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4.8 Primitive formats definitions

4.81 SM_ENABLE.request

IDU FORMAT

Function:

Issued by the Entity Enabler to provide the initial configuration to a newly created
LANSM instance with link configuration parameters. The primitive carries both the
entity instance name and its configuration data.

Parameters:

ICl1 Generic Header

Entity Instance Name This is the name of this particular entity instance. Thisis
used to identify the instance.

Provider Entity Instance Name This is the name of the invocation of the provider
entity that this entity will use. (i.e., the LLC instance name).

User Entity Instance Name This is the name of the invocation of the user entity for
which the LANSM will be the provider.

Link Configuration Parameters The configuration parameters for the LAN Station
Manager.

Best_Route_Selection This determines if the best route selection process (done on
FOUND messages received) is done in the LANSM or not.

interface Control Information:

Byte Length Description
0 2 ICl length (including this field)
2 2 Primitive Code (= X'0C00')
4 2 Length of data area (= n)
6 1 Selector
7 1 ID Type (= X'00"')
8 4 identifier (= 0)
Interface data:
Byte Length Description
0 16 Entity Instance name
16 1 Best route selection

= X'00' done by LANSM
= X'01" not done by LANSM

17 m Configuration parameters
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4.8.2 SM_ENABLE.confirm

Function:
This primitive is used to reply to a SM_ENABLE .req.

Parameters:
IC| Generic Header

ID Type The ID Type is zero indicating that the confirm is directed to the entity
manager issuing the SM_ENABLE.req (Entity Enabler). This primitive is
returned to the Entity Enabler using the same underlying transport over
which the entity received the SM_ENABLE.req

Entity Instance Name This parameter is returned in the SM_ENABLE .cnf as a
correlator to match the confirm with the previous request.

Link Configuration Parameters The configuration parameters are returned in the
event of a negative completion code. The format is the same as the link
configuration description in SM_ENABLE .request.

IDU FORMAT
Interface Control Information:
Byte Length Description
0 2 ICllength (including this field)
2 2 Primitive Code (= X'CC00"')
4 2 Length of data area
6 1 Selector
7 1 ID Type {=X'00")
8 4 Identifier (= 0)
12 12 Common status
24 16 Entity Instance name
Interface data:
Byte Length Description
0 n Configuration data (if CC # 0)

Completion Codes:

Generic Completion Codes
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4.8.3 SM_DISABLE.request

Function:

To inform the entity that its services are no longer required by the user.

This primitive is issued by the Entity Enabler to clear the configuration information
stored by the entity. After receiving this primitive, the only primitive that the entity

will accept is SM_ENABLE.

This primitive is targeted to the Entity Manager within the entity being disabled.

Parameters:

ICI generic header

ID Type

identifier

Entity Instance Name

This field contains zero which indicates that the identi-
fier field contains zeroes and this primitive is targeted
1o the Entity Manager within the entity being disabled.

This field is reserved in this primitive.

This field contains the Entity Instance Name originally
given the entity in the SM_ENABLE .req. This parameter
is used as a correlator to allow matching the returning

confirm with this request.

interface Control Information:

Byte

Length

Description

- OO hHhNNO

- DD

ICl length (including this field)
Primitive Code (= X'0C01"')
Interface Data field length
Selector

ID Type (= X'00"')

Identifier (= 0)

Entity Instance name
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4.8.4 SM_DISABLE.confirm

4-30 HLM Architecture

Function:

This primitive is used to reply to a SM_DISABLE.request.

Parameters:

ICI generic header

ID Type

Identifier

Entity Instance Name

The ID Type is zero indicating that the Identifier field
contains zeroes and that the SM_DISABLE .cnf is
directed to the Entity Manager within the entity issuing
the SM_DISABLE .req (the Entity Enabler’'s Entity
Manager).

This field is reserved in this primitive.

This field contains the name of the entity as received in
the SM_DISABLE .req which is used by the Entity
Enabler as a correlator o match this confirm with the
previous request.

Interface Control Information:

Byte

Length

Description

N =0~ DHNNO

non

[N RS VR Y

DN

ICllength (including this field)
Primitive Code (= X'CCO1")
Interface Data field length
Selector

ID Type (= X'00')

Identifier (= 0)

Common status

Entity Instance name
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4.8.5 SM_ACTIVATE_SAP.request

Function:

This primitive is used 1o activate a Service Access Point (SAP) and to identify the
parlicular management functions that are available from the (N +1)_Entity at this
SAP. The management funclions can be provided to the lower layer entity for:

Just This SAP The management service provided through this SAP is only appli-
cable for the CEPs and connectionless data flow through this SAP.

ALL SAPs The management service provided through this SAP is applicable for
this SAP and all other SAPs activated to this entity (with the exception
of those SAPs that were activated with “Just This SAP” management
services.

SAP Group The management service provided though this SAP is applicable for
this SAP and all other SAPs that are identified as belonging to this SAP
group. SAP grouping are indicated by a common value in the Service
Range field (that value > 1)

As described, there is no restriction on the number of different SAPs that can be
active at any one time to different entities, however, there can only be one SAP
with a Service Range of “ALL SAPs™ for a given management Service Type per
entity. The "Just this SAP" Service Range takes pre.edence over the ALL SAPs
range for the SAP being activated from a combined Management/Data User entity.
A SAP Group identification takes precedence over the ALL SAPs range.

Each SAP is identified by its SAP Name which is contained in the Interface Data
field.

This primitive is directed to the entity manager (ldentifier = zero) and includes the
u_SAP_id alias that the User Entity Manager assigned for reference to this SAP.

The Provider Enlity Manager assigns its p_SAP_id alias, the p_sap_id is returned in
the DL_ACT_SAP.cnf along with the u_SAP_id alias which is used as a correlator.

Parameters:
ICI Generic Header
U_SAP_ID This is the SAP_ID alias that the user assigns to identify the SAP.

Service Range identifies whether the services identified by the Service Type field
are available for all SAPs, or just this one, or for a SAP group.

Service Type ldentifies the type of User service functions available through this
SAP. Notice that the Service Type can identify a Management service
alone, a Data User service alone, or a combined Management/Data
User service, The identified service functions are:

XID Manager
Connection Manager
CNM Manager

Error Log Manager
Data User

User Path Identifier Addressing information to aliow the provider to establish the
logical association of a queue_id, task_id or other construct to the
User's SAP access for this SAP being activated.
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Interface Data:
SAP related information

¢ Encoding_Rule - The rule for encoding the CMIP data carried in the
Interface Data of LSA primitives. Currently the only scheme defined
is ASN.1.

e Architecture Version - Identifies the version number of the architec-
ture supported. The initial version is X'0001"'.

e This field may contain other SAP specific configuration parameters.

IDU FORMAT

Interface Control information:

Byte Length Description

ICl length (including this field)
Primitive-Code (= X'0CO0D')
Length of data area (= n)
Selector

ID Type (= X'00')

Identifier (= X'00000000 ')
U_SAP_ID

Service range

X'00' = Services for this SAP only

X'01' = Services for all SAPs

X'02' to X'FF' = Services for SAP Group
17 1 Service type

—_ . ONOD ANO

DN
—“ DD =P

Bit0 = 1 — Reserved

Bit1 = { — XID Manager

Bit2 = {1 — Reserved

Bit3 = 1 — Connection Manager
Bit4 = 1 — CNM Manager

Bit5 = {1 — Error Log Manager
Bit6 = 1 — Reserved

Bit7 = 1 — Data User

18 16 User Path Identifier

Interface data:

Byte Length Description
0 2 Architecture Version (X'0001")
2 1 Encoding_Rule

Bit0 = {1—ASN.1
Bit { — Bit 7 —Reserved (=0)
3 n SAP Related Iinformation
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4.8.6 SM_ACTIVATE_SAP.confirm

Function:

This primitive is used to reply to a SM_ACTIVATE_SAP.request.

Parameters:

ICl Generic Header
u_SAP_id - is used to correlate this confirm with the original request.

P_SAP_ID - This is the SAP_ID (which the provider assigns) that the provider
has associated with the U_SAP_ID that was included in the request.

Provider Path identifier - Addressing information to allow the User to establish
the logical association of a queue_id, task_id or other construct to the
Provider's SAP access for this SAP being activated

SAP Related Information - This field is used to identify the objects that are
“owned” by a particular LME to the LANSM (For example this field may contain
Object Class and Object Instance.)

IDU FORMAT
Interface Control Information:
Byte Length Description
0 2 IC! length (including this field)
2 2 Primitive Code (X'CC0D")
4 2 Length of data area (= n)
6 1 Selector
7 1 ID Type (= X'03')
8 4 Identifier {U_SAP_ID)
12 12 Common Status
24 4 P_SAP_ID
28 16 Providedr path identifier
Interface data:
Byte Length Description
0 n SAP related information
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4.8.7 SM_DEACTIVATE_SAP.request

IDU FORMAT

4-34 HLM Architecture

Function:

To indicate that the user who issued this primitive wishes to terminate the use of
the identified SAP.
This primitive is used in two cases:

1. To deactivate a SAP which has been created by a previous
SM_ACTIVATE_SAP.reg/cn.

2. To cancel a SM_ACTIVATE_SAP.req before the confirm is received.

Parameters:
e |Cl Generic Header

¢ ID Type - AnID Type of 4 indicates thatthe P_SAP_ID is for case 1. For case 2,
this field will indicate an ID Type of zero which is addressed to the Entity
Manager and the SAP will be identified by its U_SAP_ID.

¢ U _SAP_ID-The SAP ID of the SAP that is being deactivated.

For consistency, the u_sap_id identifying the SAP being deactivated is also
included in case 1.

¢ SLID (System Log Identifier) - If the SAP is being closed due to an error
detected by the user, this field identifies the error that was logged.

Interface Control Information:

Byte Length Description

0 2 ICliength (including this field)
2 2 Primitive Code (= X'0COE"')
4 2 Length of data arca (X'0000")
6 1 Selector

7 1 ID Type

= X'00' — Entity manager case 2
= X'04' — p SAP_IDcase 1
8 4 Identifier

Reserved case 2
P_SAP_ID case 1
12 4 U_SAP_ID

16 4 System log identifier
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4.8.8 SM_DEACTIVATE SAP.confirm

IDU FORMAT

Function:

This primitive is used to reply 1o a SM_DEACTIVATE_SAP.request.

Parameters:

e |Cl| Generic Header

Interface Control information:

Byte

Length

Description

- 00NN hHhNO

el - L B S L ¥

ICl Iength (including this field)
Primitive Code (= X'CCOE')
Length of data area (= X'0000"')
Selector

1D Type (= X'03')

U_SAP_ID

Common status

Completion Codes:

Generic Completion Codes
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4.8.9 SM_ADD_NAME.req

Function:

This primitive is used to pass a Network Entily Identifier of a user to the LANSM (to
be added to a NE| database.)

The LANSM may Heartbeat this name.

Parameters:
e IC!I Generic Header ' , |

* p SAP_id - The SAP_id idenlifying the SAP activated by the Connection
Manager.

o u_Narhe_id - The identifier (assigned by the Connection Manager) that refers to
the name being added.

¢ Network Entity identifier - The name of the user (e.g. Application) to be added
to the data base of Network Entity Identifiers.

e Group ldentifier - The group name of the user (e.g. Application) to be added to
the data base of Network Entity Identifiers.

¢ Protocol ID - Specifies the type of protocol stack (e.r., SNA, OSI, etc.) to be
associated with the NEI.

e User LSAP - The user’'s LSAP address.

. Total_Group_ldentifier - The number of group Identifiers included in this
request.

¢ Length_of Group_ldentifiers - The total length of all group Identifiers in this
request.

e LLC Name - Identifies a particular instance of LLC managed by the LANSM.
e SNAPPROTID - SNAP Protocol Identifier as defined in IEEE 802.1A.
IDU FORMAT

Interface Control Information:

Byte Length Description

ICI tength (including this field)
Primitive Code (= X'0E60')
Interface Data field length
Layer selector

ID Type (= X'04"')
Identifier (p_SAP_ID)
u_NAME_ID

- 0 ~NOhANO
B h a2 ON
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Interface data:

Byte Length Description
0 1 ACTION:
= X'01' —Send HB frames
= X'00' — Don't send HB frames
1 1 LLC name
2 1 Protocol identifier
3 1 User_LSAP
4 2 Network entity identifier length
6 n Network entity length
6 4 SNAPPROTID
10+n 2 Total group identifiers (= b)
12+n 2 Total length of all group identifiers (= j)
14+n 2 Length of first group identifier (= j1)
16+ n it Group identifier
16+n+j1 2 Length of second group identifier (= j2)
18+n+j1+j2 ] j2 Group identifier
j-(ib+2) 2 Length of b'th group identifier (= jb)
j-ib ib Group identifier

Action by the LAN Station Manager:

Upon receipt of this request, the NEI and related information is added to a NEI data

base (in the LANSM).
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4.8.10 SM_ADD_NAME.cnf

Function:

This primitive is used to reply to a SM_ADD_NAME .req and o pass the P_Nam

value to the user.

Parameters:

* ICl Generic Header

¢ u_NAME_id - Identifier (assigned by the Connection Manager) that refers to the
name being added.

¢ p NAME _id - Identifier (assigned by the LANSM) that refers to a specific name

in the Network Entity Identifier data base.

* Interface Data - In the event of invalid interface data field parameter, they are

returned.
IDU FORMAT

Interface Control Information:
Byte Length Description
0 2 ICllength (including this field)
2 2 Primitive Code (= X'CE60')
4 2 Length of data area
6 1 Layer selector
7 1 ID Type (= X'01"')
8 4 u_NAME_ID
12 12 Common status
24 4 p_NAME_ID

Inteface data:
Byte Length Description
0 n Parameters

Completion Codes:

Generic Completion Codes
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4.811 SM_DELETE_NAME.req

IDU FORMAT

Function:
This primitive requests the LANSM to delete a Name (and any related information)
from a LANSM Network Entity Identifier dala base.

Note: If the P_Name value is all zeros, then all the names associated with the SAP
(identified by p_SAP_id) are deleted.

Note: If the LANSM is Heartbeating for the name being deleted, the Heartbeating
is stopped.
Parameters:

e |Cl Generic Header

¢ p NAME id - Used to refer to a specific name in the Network E ntity Identifier
data base.

interface Control Information:

Byte Length Description

0 2 ICl length (including this field)
2 2 Primitive Code (= X'OE61")
4 2 Interface Data field length

6 1 Layer selector

7 1 ID Type (= X'02')

8 4 p_NAME_ID

Action by the LAN Station Manager:

The LANSM performs the necessary actions to remove a name (and any related
information) or names from its Network Entity Identifier data base.
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4.8.12 SM_DELETE_NAME.cnf

Function:
This primitive is used to reply to 3 SM_Delete_Name.req.

Parameters:

IDU FORMAT

e |Cl Generic Header

e u_NAME_id - the identifier (assigned by the Connection Manager) that refers to
the name being deleted.

Interface Control! Information:

Byte

Length

Description

- O NDhHANO

ICl tength (including this field)
Primitive Code (= X'CE61"')
Interface Data field length
Layer selector

ID Type (= X'01"')
u_NAME_ID

Common status

Completion Codes:
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¢ Generic Completion Code
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4.8.13 SM_FIND.req

Function:

This primitive requests the LANSM to discover the MAC Addreés, SAP Address
and/or route of a remote station that “owns™ a specific Network Entity Identifier.

Parameters:
e |Cl Generic Header

¢ p_SAP_id - The SAP_id identifying the SAP activated by the Connection
Manager.

e FIND_CORR_ID - This identifier provides a method to correlate a FIND request
with FOUND indications.

Interface Data

* Route_Selection - identifies the algorithm to be used in route selection when
the FOUND frames are received. ‘

Note: Some examples of Route Seleclion algorithms are:
— First Found - Selects the route in the first FOUND response received.

— First Found n Routes - Selects the route in the first FOUND response with
less than MAX_ROUTE_DESIGNATORS.

— Least Route Designators - Selects the route in the FOUND frame with the
fewest route designators within FOUND_WINDOW seconds.

— First Found LF - Selects the route in the FOUND frame with a frame size
larger than MIN_FRAME_SIZE.

— LF Within Window - Selects the route in the FOUND frame with the largest
frame size within FOUND_WINDOW seconds.

— First Found LF n Routes - Selects the route with fewer than
MAX_ROUTE_DESIGNATORS with the largest frame size greater than
MIN_FRAME_SIZE.

— Least Route LF Within Window - Selects the route in the FOUND frame with
the fewest route designators, with a frame size larger than
MIN_FRAME_SIZE. and within FOUND_WINDOW seconds.

— N Routes LF Within Window - Selects the route in the FOUND frame with
the less than MAX_ROUTE_DESIGNATORS, with the largest frame size
larger, and within FOUND_WINDOW seconds.

¢ Frame_size - The frame size to be used in the FIND frame.
¢ Network Entity Identifier - the NEI of a service available at a remote station.

e MAC Address - If the MAC address is known by the user, it may be included
and the function of the FIND is to discover only the route.

* MAX_ROUTE_DESIGNATORS - The maximum number of route designators to
be used for some Best Route selection algorithms.

¢ FOUND_WINDOW - The number of seconds some Best Route selection algo-
rithms monitor for FOUND messages.

¢ MIN_FRAME_SIZE - The minimum frame size, used in some Best Route
selection algorithms.
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* Group Nelwork Entity Identifier - The group name of the user (e.g. Application)
to be added to the data base of Network Enlitly Identifiers.

* Proloco! ID - Specifies the type of protocol stack (e.g., SNA, OSl, etc) to be

associated with the NEI.

¢ HBWAIT - Specifies that the LANSM is to wait for a Heatbeat frame to be
received for a NEI before sending a FIND or use normal procedure (wait for a
Heartbeat frame for a period of time and then send a FIND.)

Interface Control Information: ‘

Byte Length Description

0 2 ICtlength {including this field)

2 2 Primitive Code (= X'0E62')

4 2 Length of data area

6 1 Selector

7 1 ID Type (= X'04")

8 4 p_SAP_ID

12 4 FIND_CORR_ID

Interface data:

Byte Length Description

0 . 1 Route_Selection
= X'01' — First found
= X'02' — First found N routes
= X'03"' — Least route designators
= X'04' — First found LF
= X'05"' — LF within window
= X'06' — First found LF N routes
= X'07' — Least route LF within window
= X'08' — N route LF within window

1 Frame size

3 1 HBWAIT
X'01' = — Wait for a Heart Beat
X'02' = — Normal

4 6 MAC address

10 1 Protocol ID

1 2 MAX_ROUTE_DESIGNATORS

13 2 FOUND_WINDOW

15 2 MIN_FRAME_SIZE

17 2 Network entity identifier length

19 n Network entity identifier

19+n 2 Goup network entity indentifier length

21+n m Group network entity identifier

Action by the LAN Station Manager:

Upon receipt of this primitive, the LANSM monitors the network for a period of time
(HB_Delay). If a HB is received, a Discovery frame is buill and sent using the MAC

address received in the HB. If no HB is received, the Discovery frame is built and
sent with the locate functional address.
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If the MAC Address is included in the ID field, a FIND frame is sent (to discover the
route) without monitoring for a HB frame.
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4.8.14 SM_FIND.cnf

Function:
This primitive is used 1o reply to the SM_FiND.req.

Parameters:
e [Cl Generic Header

* FIND_CORR_ID - This identifier is used to correlate this confirmto a
SM_FIND.request. :

e |nterface Data - In the event of invalid interface data field parameter (defined in
the request), they are returned.

¢ Reply_Code - Indicates if No Found messages were received.

iDU FORMAT
interface Control Information:

Byte Length Description

0 2 ICl length (including this field)

2 2 Primitive Code (= X'CE62')

4 2 Length of data area

6 1 Selector

7 1 ID Type (= X'03')

8 4 U_SAP_ID

12 12 Common status

24 4 FIND_CORR_ID

Interface data:
Byte Length Description

0 1 Reply code
X'00' = No Found messages received
X'01' Found messages received

1 n Parameters

Completion Codes:

Generic Completion Code
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4.8.15 SM_FOUND.ind

Function:
This primitive is used to pass discovered MAC, SAP, and routing information
(received on a FOUND frames) to the LANSM User.

Note: If “Best route” seleclions is done by the LANSM, then only the "Best route™
(MAC, SAP, Route) would be passed in the interface data. If “Best route” selection
is done by the LANSM user, then all the routes (MAC, SAP, Route) received are
passed in the interface data.

Parameters:
e |Cl Generic Header
e u_SAP_id - is used to correlate this confirm with the or'iginal request.

¢ Number of Routes - the number of FOUND messages received (lf best route
selection is done in the LANSM, this value will be 1).

e FIND_CORR_ID The identifier is used to correlate a FOUND.indication to a
FIND.request.

Interface Data:

If “Best_Route" selection is done by the LANSM user, then information from one or
more FOUND frames may be sent in one indication. If information from more than
one FOUND frame is passed up (in one FOUND.ind) then the remote MAC address,
remote SAP address, length of route, and rouling information will be repeated in
the interface data field for each FOUND frame received.

¢ Remote MAC - The remote MAC address of the station who issued a FOUND
frame.

e Remote SAP address - The remote SAP address of the station who issued a
FOUND frame.

e Length of Route - The Iength of the routing information on a received FOUND
frame.

¢ Routing information - The routing information received in a FOUND frame.
e NEI - The Network Entity Identifier received in the FOUND frame.
o SNAPPROTID - SNAP Protocol Identifier defined om IEEE 802.1A.

IDU FORMAT"

Interface Control Infonﬁation:

Byte Length Description

ICIlength (including this field)
Primitive Code (= X'4E63"')

Length of data area (10+n+m)
Selector

1D Type (= X'03")

u_SAP_ID

Number of routes )MAC, SAP, Route)
FIND_CORR_ID

- - NDhH DO
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Interface data:

Byte Length Description

0 6 Remote MAC address

6 1 Remote SAP address

7 1 Length of route

8 4 SNAPPROTID

12 n Routing information

12+n 2 Network entity identifier length
14+n m Network entity identifier




4.8.16 SM_INVOKE.req

IDU FORMAT

Function:

This primitive is used by the CNM manager to pass CMIP data to the LANSM and
causes the LANSM to send an RO-INVOKE.
Parameters:

¢ |Cl Generic Header

e p SAP_id - The SAP_id identifying the SAP activated by the CNM Manager.

e u_INV_id - The identifier (assigned by the CNM Manager) that refers to the
Invoke instance.

e LLC Name - Identifies a particular local instance of LLC (managed by the
LANSM.)

e MAC Address - The MAC address of the remote node (destination of the
INVOKE )

e SAP Address - The SAP address of the remote node (destination of the
INVOKE )

* Route - Routing information for the remote node (destination of the INVOKE )

e CMIP Data - This field contains an Operation identifier (which identifies the
CMIP operation) and objects with their attributes.

Interface Control Information:

Byte Length Description
0 2 ICllength (including this field)
2 2 Primitive Code (= X'0E70')
4 2 Interface Data field length
6 1 Layer selector
7 1 1D Type (= X'04"')
8 4 p_SAP id
12 4 u_INV_id
Interface data:
Byte Length Description
0 1 LLC name
1 1 SAP address
2 6 MAC address
8 1 Reserved (= X'00"')
9 1 Length of route
10 m Route
10+m n CMIP data

Action by the LAN Station Manager:
Upon receipt of this request, an INVOKE _ID is assigned, a RO INVOKE frame is

built and sent to the LLC. The LANSM also assigns a P_INV_ID that is associated
with U_INV_ID passed in this request.
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4.8.17 SM_INVOKE.cnf

Function:

This primitive is used to reply to a SM_INVOKE.req and to pass the P_INV_ID value
to the user. .

Parameters:
e |Cl Generic Header

¢ u_INV_id - Identifier (assigned by the CNM Manager) that refers to the INVOKE
instance.

* p INV_id - Identifier (assigned by the LANSM) that refers to a specific INVOKE
instance.

¢ |nterface Data - In the event of invalid interface data field parameter, the
parameters are returned.

IDU FORMAT ,

Interface Control Information:
Byte Length Description
0 2 ICl length (including this field)
2 2 Primitive Code (= X'CE70')
4 2 Length of data area
(3 1 Layer selector
7 1 ID Type (= X'01")
8 4 u_INV_id
12 12 Common status
24 4 p_INV_id

Interface data:
Byte Length Description
0 n Parameters

Completion Codes:
Generic Completion Codes
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4.8.18 SM_INVOKE.ind

Function:

This primitive indicates to the CNM manager that an RO-INVOKE has been
received and is used to pass CMIP data to the CNM Mariager.

The primitive is applicable in two cases:

1.

Solicited RO-INVOKE - This case pertains to linked replies, where an
RO-INVOKE is received and passed to the LANSM as part of a series of linked
replies. In this case the primitive is targeted to the U_INV_ID (which was
passed in the original SM_INVOKE.request) and carries the P_INV_ID which
may be needed in the case of an error or reject condition that would require a
reply.

. Unsolicited RO-INVOKE - This case pertains to the recéipt of an

RO-INVOKE-EVENT-RE PORT. In this case, the primitive is targeted to the
U_SAP_ID (CNM SAP) and carries the P_INV_ID (needed in the case of a con-
firmed event.)

Parameters:

ICl Generic Header
IDENTIFIERS

— U_INV_ID - The identifier (assigned by the LANSM user) that allows direct
indexing of the INVOKE indication. CASE 1.

— U_SAP_ID - The identifier (assigned by the LANSM user) that identifies the
LSA SAP used to route this primitive to the LANSM user. CASE 2.

P_INV_ID - The identifier (assigned by the LANSM) that allows direct indexing
of areply (e.g., INVOKE.response, ERROR.request. eic.)

LLC Name - This name identiflies a parlicular instance of LLC managed by the
LANSM

MAC Address - The MAC address of the remote node (destination of the
INVOKE )

SAP Address - The SAP address of the remote node (destination of the
INVOKE ) :

Route - Routing information for the remote node (destination of the INVOKE )

CMIP Data - This field contains an Operalion identifier (which identifies the
CMIP operation) and objects with their attributes.
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Interface Control Information:

Byte Length Description
0 2 ICl length (including this field)
2 2 Primitive Code (= X'4E70')
4 2 Length of data area’
6 1 Selector
7 1 ID Type
= X'01' — U_INV_IDcase 1
= X'03' U SAP_IDcase 2
8 4 Identifier
U_INV_ID case 1
U_SAP_id case 2
12 4 P_INV_ID
Interface data:
Byte Length Description
0 1 LLC name
1 1 SAP address
2 6 MAC address
8 1 Reserved (= X'00")
9 1 Length of route
10 m Route
10+m n CMIP data

RTP 8C




4.8.19 SM_INVOKE.rsp

Function:

This primitive is used to respond to an INVOKE.indication, and to pass u_INV_ID to
the LANSM.

In the case of an unconfirmed command this primitive may be used to remove and
invoke instance afier the INVOKE .indication.
Parameters:

¢ |Cl Generic Header

P_INV_ID - The identifier that allows direct indexing of the INVOKE indication.

® u_INV_ID - The identifier (assigned by the CNM manager) that refers to an
INVOKE instance.

1. In the case of an unconfirmed CMIP command, this field will be reserved
and this primitive is used 1o instruct the LANSM to remove the Invoke
Instance identified by the P_INV_ID.

2. in the case of a confirmed CMIP command, this field contains the U_INV_ID
(assigned by the LANSM user) which is being passed to the LANSM.

ACTION - Instructs the LANSM to keep the invoke instance (in the case of a
confirmed command) or to remove it (in the case of an unconfirmed command )

IDU FORMAT
Interface Control Information:
Byte Length Description
0 2 IC! length (including this field)
2 2 Primitive Code (= X'8E70"')
4 2 Length of data area
6 1 Selector
7 1 ID Type (= X'02')
8 4 p_INV_id
12 4 u_INV_Id or Reserved

Interface data:

Byte Length Description

0 1 ACTION

X'00' = Remove invoke instance
X'01' = Keep invoke instance
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4.8.20 SM_RESULT.req

Function:

This primitive is used by the CNM manager to pass CMIP data to the LANSM and
causes the LANSM to send an RO-RESULT.

Parameters:
¢ |ICl Generic Header

U P_;lNV_id - The identifier (assigned by the LANSM) that refers to the Invoke
instance.

e CMIP Data - This field contains an Operation identifier (which identifies the
CMIP operation) and objects with their attributes.

 IDU FORMAT
Interface Control Information:
Byte Length Description
0 2 ~ ICliength (including this field)
2 2 Primitive Code (= X'OE71")
4 2 Interface Data field length
6 1 Layer selector
7 1 ID type (= X'02")
8 4 p_INV_id
Interface data:
Byte Length Description
0 n CMIP data

Action by the LAN Station Manager:

Upon receipt of this request, a RO RESULT frame is build (using the INVOKE ID in
the received frame and sent to the LLC)
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4.8.21 SM_RESULT.cnf

Function:

This primitive is used to reply to a SM_INVOKE.req and to pass the P_INV_ID value
to the user
Parameters:

e |CI Generic Header

e y_INV_id - Identifier (assigned by the CNM Manager) that refers to the INVOKE
instance.

* Interface Data - In the event of invalid interface data field parameter, they are

returned.
IDU FORMAT

Interface Control Information:
Byte Length Description
0 2 ICl length (including this field)
2 2 Primitive Code (= X'CE71")
4 2 Length of data area
6 1 Layer selector
7 1 ID Type (= X'01")
8 4 u_INV_id
12 12 Common status

Interface data:
Byte Length Description
0 n Parameters

Completion Codes:
Generic Completion Codes
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4.8.22 SM_RESULT.ind

Function:

This primitive is used to indicate to the CNM manager that an RO-RESULT has l
been received by the LANSM and to pass CMIP data to the CNM manager.
Parameters:

¢ [ClI Generic Header

e u_INV_ID - The identifier (assigned by the user) that allows direct indexing of
the INVOKE indication. :

e CMIP Data - This field contains an Operation identifier (which identifies the
CMIP operation) and objects with their attributes.

IDU FORMAT

Interface Control information:

Byte Length Description
M

0 2 ICt length (including this field)
2 2 Primitive Code (= X'4E71"') : ]
4 2 Length of data area
6 1 Selector
7 1 ID Type (= X'01")
g 4 u_INV_id

Interface data:
Byte Length Description .
0 n CMIP data
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4.8.23 SM_REJECT.req

Function:

This primitive is used by the CNM manager to cause the LANSM to send an
RO-REJECT.
Parameters:
e |Cl Generic Header
® P_INV_ID - The identifier that refers to the Invoke instance.
e CMIP Data - This field contains an Operation identifier (which identifies the
CMIP operation) and objects with their attributes.

IDU FORMAT

Interface Control Information:

Byte Length Description
0 2 ICl length (including this field)
2 2 Primitive Code (= X'0E72"')
4 2 Interface Data field length
6 1 Layer selector
7 1 ID Type (= X'02")
8 4 p_INV_id
Interface data:
Byte Length Description
0 n CMIP data

Action by the LAN Station Manager:

Upon receipt of this request, a RO REJECT frame is build (using the INVOKE ID in
the received frame and sent to the LLC.
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4.8.24 SM_REJECT.cnf

Function:
This primitive is used to reply to a SM_REJECT.req.

Parameters:
e ICI Generic Header

e u_INV_id - Identifier (assigned by the CNM Manager) that refers to the INVOKE
instance. ' .

IDU FORMAT

Interface Control Information:

Byte Length Description

ICt length (including this field)
Primitive Code (= X'CE72"')
Length of data area

Layer selector

ID Type (= X'01")

u_INV_id

2 Common status

- O ~NNDANO
IR T

Completion Codes:

Generic Completion Codes
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4.8.25 SM_REJECT.ind
Function:

This primitive is used to indicate to the CNM Manager that the LANSM has has
received an RO-REJECT in response to an RO-INVOKE request.
Parameters:

e |Cl Generic Header

¢ u_INV_ID - The identifier (assigned by the user) that aliows direct indexing of
the INVOKE indication.

e CMIP Data - This field contains an Operation identifier (which identifies the
CMIP operation) and objects with their attributes.

IDU FORMAT

Interface Control Information:
Byte Length Description
0 2 ICl length (including this field)
2 2 Primitive Code (X'4E72")
4 2 Length of data area
6 1 Selector
7 1 ID Type (= X'01")
8 4 u_INV_id

Interface data:
Byte Length Description
0 n CMIP data
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4.8.26 SM_ERROR.req

Function: ' .

This primitive is used by the CNM mana‘ger to cause the LANSM to send an
RO-ERROR.
Parameters:

e [Cl Generic Header

e P_INV_ID - The identifier that refers to the Invoke instance.

e CMIP Data - This field contains an Operation identifier (which identifies the
CMIP operation) and objects with their attributes. 1

IDU FORMAT j
interface Control Information: -
— A
Byte Length Description
0 2 ICI length (including this field) -
2 2 Primitive Code (= X'0E73')
4 2 Interface Data field length =
6 1 Layer selector
7 1 ID Type (= X'02")
8 4 p_INV_id -
Interface data:
Byte Length Description
0 n CMIP data
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4.8.27 SM_ERROR.cnf

IDU FORMAT

Function:

This primitive is used to reply to a SM_ERROR req.

Parameters:

* |Cl Generic Header

e u_INV_id - Identifier (assigned by the CNM Manager) that refers to the INVOKE

instance.

Interface Contro! Information:

Byte

Length -

Description

- O ~NDOhNO

- b

ICt length (including this field)
Primitive Code (= X'CE73"')
Length of data area

Layer selector

ID Type (= X'01")

u_INV_id

Common status

Completion Codes:

Generic Completion Codes
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4.8.28 SM_ERROR.ind

Function:

This primitive is used to indicate to the CNM Manager that the LANSM has
received an RO-ERROR in response to an RO-INVOKE request.

Parameters:

e |CI Generic Header

 u_INV_ID - The identifier (assigned by the user) that allows direct indexing of
the INVOKE indication.

e CMIP Data - This field contains an Operation identifier (which identifies the
CMIP operation) and objects with their attributes.

IDU FORMAT

Interface Control Information:

Byte Length Description

0 2 ICl length (including this field)

2 2 Primitive Code (= X'4E73")
- 4 2 Length of data area

6 1 Selector

7 1 ID Type (= X'01')

8 4 u_INV_id

Interface data:
Byte Length Description
0 n CMIF data
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4.8.29 SM_GET.req

Function:

This primitive is used to retrieve aftribute values of a managed object, from a pro-
vider entily. -

Parameters:

e |Cl Generic Header

® p SAP_id - The SAP_id identifying the SAP activated by the Communications
Network Manager.

¢ Correlator_id - Used to correlate a request with a confirm. This may be used to
handle scoping across the interface.

e CNM Data - This field contains the managed object and associated atiribute
list

IDU FORMAT
Interface Control Information:
Byte Length Description
0 2 ICl length (including this fi id)
2 2 Primitive Code (= X'0E00 ')
4 2 Length of data area (= n)
€ 1 Selector
7 1 ID Type (= X'04")
8 4 p_SAP_id
12 4 Correlator_ID

Interface data:

Byte Length Description
0 n CNM data
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4.8.30 SM_GET.cnf

Function:

This primitive is used to reply to the SM_GET.req and pass attribute values to the
user. v

Parameters:
¢ ICl Generic Header

* u_SAP_id - The SAP_id identifying the SAP activated by the Communications
Network Manager.

¢ Correlator_id - Used to correlate a request with a confirm. This may be used to
handle scoping across the interface.

¢ Linked_Reply_Indicator - This field indicates to the user three states relating to
linked replies.

1. Not a Linked Reply - Iindicating that the CNM data is not part of a Linked
Reply.

2. Linked Reply - Indicating that the CNM data is part of a linked reply.

3. Last Linked Reply - Indicaﬁng that the CNM data is the last of a series of
linked replies.

e CNM Data - This field contains the managed object, associated attribute list.

IDU FORMAT

interface Control Information:
Byte Length Description
0 2 ICtlength (including this field)
2 2 Primitive Code (= X'CE00"')
4 2 Length of data area
€ 1 Selector
7 i ID Type (= X'03")
8 4 U _SAP_ID
12 12 Common status
24 4 Correlator_ID

Interface data:
Byte Length Description
0 1 Linked reply indicator

X'00' = Not a linked reply
X'01' = Linked reply
| X'02' = Lastlinked reply

1 1 Reserved (= X'00°')
2 n CNM data

Completion Codes:

Generic Completion Code
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4.8.31 SM_SET.req

Function:

This primitive is used to set atiribute values of a managed object, in a provider
entity
Parameters:

¢ |Cl Generic Header

* p_SAP_id - The SAP_id idenlifying the SAP activated by the Communications
Network Manager.

* Correlator_id - Used to correlate a request with a confirm. This may be used to
handle scoping across the interface.

¢ CNM Data - This field contains the managed object and associated attribute

list.
IDU FORMAT

Interface Control information:
Byte Length Description
0 2 ICtiength (including this f, 2id)
2 2 Primitive Code (X'0E10')
4 2 Length of data area (= n)
6 1 Selector
7 1 ID Type (= X'04")
8 4 p_SAP_ID
12 12 Correlator_ID

Interface data:
Byte Length Description
0 n CNM data
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4.8.32 SM_SET.cnf ' A '
Function:

This primitive is used 1o reply to the SM_SET.req. In the case of an error the attri-
butes are returned in the interface data.

Parameters:
e |ClI Generic Header

e u_SAP_id - The SAP_id identilying the SAP activated by the Communications
Network Manager.

e Correlator_id - Used to correlate a request with a confirm. This may be used to
handie scoping across the interface.

¢ Linked Reply_Indicator - This field indicales to the user three states relating to
linked replies.

1. Not a Linked Reply - Indicating that the CNM data is not part of a Linked
Reply. .

2. Linked Reply - Indicating that the CNM data is part of a linked reply.

3. Last Linked Reply - Indicaling that the CNM data is the last of a series of A
linked replies.

¢ CNM Data - In the event of an error, this field will contain the managed object
. and associated attribute list. '

IDU FORMAT :
interface Control Information:
Byte Length Description
0 2 ICl length (including this field)
2 2 Primitive Code (= X'CE10")
4 2 Length of data area
6 1 Selector
7 1 ID Type (= X'03")
8 4 U_SAP_ID
12 12 Common status
24 4 Correlator_ID

Interface data:

Byte Length Description

0 1 Linked reply indicator

"X'00' = Not a linked reply
X'01' = Linked reply
X'02' = Last linked reply
Reserved (X'00')

2 n CNM data

-
-
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4.8.33 SM_EVENT.ind

Function:

This primitive is used to notify a user that an Event pertaining to a managed object

has occurred.

Parameters:

¢ |CI Generic Header

* u_SAP_id - The SAP_id identifying the SAP activated by the Communications

Network Manager.
e CNM Data - This field contains the managed object and associated atiribute
list.
IDU FORMAT
Interface Control Information:
Byte “Length Description
0 2 ICl length (including this field)
2 2 Primitive Code (= X'4E20')
4 2 Length of data area (= n)
6 1 Selector
7 1 ID Type (= X'03')
& 4 u_SAP_id
interface data:
Byte Length Description
0 n CMIP data
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4.8.34 SM_ACTION.req
Function:

IDU FORMAT
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This primitive is used to request the provider perform an action on a set of

managed object.

Parameters:

ICI Generic Header

p_SAP_id - The SAP_id identifying the SAP activated by the Communications
Network Manager.

Correlator_id - Used to correlate a request with a confirm. This may be used to

handle scoping across the interface.

CNM Data - This field contains the managed object and associated attribute

list

Interface Control Information:

Byte Length

Description

- O N HhNO

n

N L AL I N

ICliength (including this field;
Primitive Code (= X'E30')
Length of data area (= n)
Selector

ID Type (= X'04")

p_SAP_ID

Correlator_ID

Interface data:

Byte Length

Description

n

CNM data

RTP 8( ‘




4.8.35 SM_ACTION.cnf

Function:
This primitive is used lo reply to the SM_ACTION.req.

Parameters:
e |ICI Generic Header

e u_SAP_id - The SAP_id identifying the SAP activated by the Communications
Network Manager.

e Correlator_ID - Used to correlate a request with a confirm. This may be used
to handle scoping across the interface.

¢ Linked_Reply_Indicator - This field indicates to the user three states relating to
linked replies.

1. Not a Linked Reply - Indicaling that the CNM data is not part of a Linked
Reply.

2. Linked Reply - Indicating that the CNM data is part of a linked reply.

3. Last Linked Reply - Indicating that the CNM data is the last of a series of
linked replies. '

¢ CNM Data - In the event of an error, this field contains the managed object and
associated attribute list.

iDU FORMAT
interface Control Information:
Byte Length Deécripﬁon
0 2 ICllength (including this field)
2 2 Primitive Code (= X'CE30")
4 2 Length of data area
6 1 Selector
7 1 ID Type (= X'03')
8 4 U_SAP_ID
12 12 Common status
24 4 Correlator_ID
Interface data:
Byte Length Description
0 1 Linked reply indicator
X'00' = Not a linked reply
X'01' = Linked reply
X'02' = Lastlinked reply
1 1 Reserved (= X'00')
n CNM data

Completion Codes:
Generic Completion Code
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4.8.36 SM_CREATE.req
Function:

This primitive is used to request the provider to create a new managed object
instance.
Parameters:

e |Cl Generic Header

* p SAP_id - The SAP_id identifying the SAP activated by the Communications
Network Manager.

e Correlalor_ID - Used to correlate a request with a confirm.

* CNM Data - This field contains the managed object and associaled attribute

list.
IDU FORMAT
Interface Control information:
Byte Length Descrlpt{on
0 2 ICl length (including this field)
2 2 Primitive Code (= X'0E40')
4 2 Length of data area (= n)
6 1 Selector ‘
7 1 ID Type (= X'04')
8 4 p_SAP_ID
12 4 Correlator_ID

Interface data:

Byte Length Description

0 n CMIP datla
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4.8.37 SM_CREATE.cnf

Function:

This primitive is used to reply to the SM_CREATE .req.

Parameters:

e |ICl Generic Header

® u_SAP_id - The SAP_id identifying the SAP activated by the Communications

Network Manager.

e Correlator_ID - Used to correlate a request with a confirm.

¢ CNM Data - This field contains the managed object, associated attribute list,
and attribute values if the create was not successful.

IDU FORMAT

Interface Control Information:

Byte Length

Description

N = OO DHNNO

aHrno
DA D a2 aaDNON

ICtlength (including this field)
Primitive Code (= X'CE40"')
Length of data area

Selector

ID Type (= X'03")

U_SAP_ID

Common status

Correlator_ID

Interface data:

Byte Length

Description

0 n

CNM data

Completion Codes:

Generic Completion Code
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4.8.38 SM_DELETE.req

Function:

This primitive is used to request the provider to delete a managed object instance.

Parameters:

e |Cl Generic Header

® p_SAP_id - The SAP_id identifying the SAP activated by the Communications

Network Manager.

e Correlator_ID - Used 1o correlate a request with a confirm. This may be used

to handle scoping across the interface.

* CNM Data - This field contains the managed object and associated attribute

Description

ICl length (including this field)
Primitive Code (= X'0ES50')
Length of data area (= n)
Selector

ID Type (= X'04")

p_SP_id

list.
iDU FORMAT
interface Control Information:
Byte Length
0 2
2 2
4 2
6 1
7 1
8 4
12 4

Correlator_iD

Interface data:

Byte Length

Description

0 n

CNM data
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4.8.39 SM_DELETE.cnf
Function:

This primitive is used to reply to the SM_DELETE.req.

Parameters:

ICI Generic Header

u_SAP_id - The SAP_id identifying the SAP activated by the Communications
Network Manager.

Correlator_ID - Used to correlate a request with a confirm. This may be used
to handle scoping across the interface.

Linked_Reply_Indicator - This field indicates to the user three states relating to
linked replies. ’

1. Not a Linked Reply - Indicating that the CNM data is not part of a Linked
Reply.

2. Linked Reply - Indicating that the CNM data is part of a linked reply.

3. Last Linked Reply - Indicating that the CNM data is the last of a series of
linked replies.

CNM Data - This field contains the managed obj.:ct, associated atiribute list,
and attribute values if the delete was not successful.

IDU FORMAT
Interface Control Information:
Byte Length Description
0 2 IC1 length (including this field)
2 2 Primitive Code (= X'CE50"')
4 2 Length of data area
6 1 Selector
7 1 ID Type (= X'03"')
8 4 U_SAP_ID
12 12 Common status
24 4 Correlator_ID

Interface data:

Byte Length Description
0 1 Linked reply indicator
X'00' = Not a linked reply
X'01' = Linked reply
+ | X'02' = Lastlinked reply
1 1 Reserved (= X'00')
2 n CNM data
Completion Codes:
Generic Completion Code
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4.9 Error Handiing Overview

The LSA Error Handling mechanism defines the error/status reporling mechanism
between two adjacent layer entities in a communications structure.

Ité purpose is for the service provider (the lower layer entity) to inform the service '
user (the upper layer entity) the status of the user’s request or any abnormal condi-
tions detected by the service provider. The Completion Status and Error Return

Codes are used on several occasions:

1. If an error or exceptional condition is detected during the execution of a

request primitive, then the error code is carried as the Completion Codes in
the corresponding confirm primitive.

2. H an error or exception condition is asynchronously detected by the service ’ r
provider while no related request from the service user is outstanding, then the ’

error code is reported as a part of the common status in a provider-initiated

indicate primitive.

Note: In LSA itiis assumed that the service user does not know nor care how many
layers of service there are below it. Therefore the completion (error/return) codes
are mapped by each successive layer into a layer code. If the reportied error has

been logged by the lower layer(s) previously, then the System Log Identifier will be
passed to the user as well so that the user can find out more information about this
error from the system’s error log if needed.

4.10 LSA Common Status Structures

This section describes the Common Status structures for the LSA (Lower-Layer
Service Architecture) as shown in Figure 1. Its field indicates whether an error
occurred or not. It contains information identifying the Entity thal detecled the

error, the type of error, and logging information.
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(Error/return) codes are carried either as the Completion Code field of a confirm
primitive, or are included as data on one the indication primitives.

'S

- 4 bytes

Code LSA Location

Category and Layer 1D LSA Layer Completion
Code Code

(Byte 0) {Byte 1) (Bytes 2-3)

RAS Flags Originating Originating

Code LSA Layer LSA Layer
ldentifier Completion

i Code Code
(Byte 4) (Byte 5) (Bytes 6 7)
System Log Identifier
(Bytes 8-11)

Figure 4-17. The LSA Common Status Structures

Byte 0: Completion Code Category

The foliowing list the format for Common Status return codes.
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X'00.' - LSA Request Success: This category indicates that the request execution
has completed successfully no further information or action required.

X'08' - LSA Request Reject: This category indicates that the request was delivered
to the intended component and was understood and supported, but not exe-
cuted.

X'10' - LSA Request Error: This calegory indicates that the request was delivered
to the intended component, but could not be interpreted or processed. This
ocondition represents a mismatch of protocol capabilities

X'20°' - State Error: This category indicates a primilive sequence error that is not
allowed for the receiver's current control state.

X'40' - Usage Error: This category indicates that the value of a field or combina-
tions of fields in the request violates architectural rules or previously
selected options. These errors are independent of the current state of the
session. This may result from the failure of the sender to enforce session
rules. Detection by the receiver of each of these errors is optional.

X'80' - Permanent Error: This calegory indicates that the request could not be
delivered to the intended receiver, because of path outage, an invalid
sequence of aclivation request, or a prolocol data unit error. The provider’s
execution cannot continue, and will only accept RAS or close-down types of
commands from the user.

Byte 1: LSA Layer Location and Layer Identifier (ID) Code

This field byte code is split into two paris. which together make up Locations
{Local, Path or Line, Remote) and (N)_Layers (ID) identifier code.

Bits 0-3: Layer Location of error
X'1' - Local provider related error or status.
X'2' - Path or line related error or status.
X'3' - Remote provider related error or status..
Bits 4-7: LSA (N)_Layer Identifier (ID) Code
X'6' - LAN LLC

Bytes 2-3: LSA Layer Completion Code

The (N)-layer passes a LSA error/return code to the (N +1)-layer. The
(N +1) layer changes this field to N+ 1 error code but leaves the origi-
nating error code alone. This allows each layer to only understand the
completion statuses of the next lower layer.

Byte 4: Reserved for future use
Byte 5: Originating LSA Layer Identifier (ID) Code

Same as bits 4 thru 7 of byte 1 field of the LSA Common Status
Structures.

Bytes 6-7: Originating LSA Layer Completion Code

The (N)-layer detects an error by itself. The completion code is cap-
tured here and will not be modified by the (N + 1) layer. (See description
of bytes 2-3 of the LSA Common Status Structure.)

Bytes 8-11: System Log Identifier
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The System Log ldentlifier is a system unique identifier that relates this
primitive to information that has been sent to the RAS/CNM Manager.
This field is only presented byle 4 (RAS Flag Code) status attached. it
contains the identifier that was obtained by the layer which initiated the
original LSA status cause code.

4.11 LAN Station Manger Completion Codes
The completion codes for the LAN Station Manager will be identified by the block of
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Chapter 5. Error Code Description

5.1 Overview

The LSA Error Handling mechanism defines the error/status reporting mechanism
between two adjacent layer entities in a communications structure.

Its purpose is for the service provider (the lower layer entity) to inform the service
user (the upper layer entity) the status of the user's request or any abnormal condi-
tions detected by the service provider. The Completion Status and Error Return
Codes are used on several occasions:

1. If an error or exceptional condition is detected during the execution of a
request primitive, then the error code is carried as the Completion Codes in
the corresponding confirm primitive.

2. If an error or exception condition is asynchronously detected by the service
provider while no related request from the service user is outstanding, then the
error code is reported as a part of the common status in a provider-initiated
indicate primitive.

Note: In LSA it is assumed that the service user does not know or care how many
layers of service there are below it. Therefore the completion (error/return)
codes are mapped by each successive layer into a layer code. If the
reported error has been logged by the lower layer(s) previously, then the
System Log ldentifier will be passed to the user as well so that the user can
find out more information about this error from the system's error log if
needed.

© Copyright IBM Corp. and 3Com Corporation. 1991 5-1
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5.2 LSA Common Status Structures
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This section describes the Common Status structures for the LSA (Lower-Layer
Service Architecture) as shown in Figure 5-1. Its field indicates whether an error
occurred or not. It contains information identifying the Entity that detected the
error, the type of error, and logging information.

(Error/return) codes are carried either as the Completion Code field of a confirm
primitive, or are included as data on one the indication primitives.

-— 4 bytes >

Code LSA Location
Category and Layer ID LSA Layer Completion

Code Code
(Byte ©) (Byte 1) (Bytes 2-3)
RAS Flags Originating Originating
Code LSA Layer LSA Layer

Identifier Completion

- | Code Code
(Byte 4) (Byte 5) (Bytes 6-7)
System Log Identifier
(Bytes 8-11)

Figure 5-1. The LSA Common Status Structures

The following list the format for Common Status return codes.
Byte 0: Completion Code Category

X'00' - LSA Request Success: This category indicates that the request exe-
cution has completed successfully no further information or action
required.

X'08' - LSA Request Reject: This category indicates that the request was
delivered to the intended component and was understood and sup-
poried, but not executed.

X'10' - LSA Request Error: This category indicates that the request was
delivered to the intended component, but could not be interpreted or
processed. This condition represents a mismatch of protocol capabili-
ties .

X'20" - State Error: This category indicates a primilive sequence error that is
not allowed for the receiver's current control state.

X'40' - Usage Error: This category indicates that the value of a field or com-
binations of fields in the request violates architectural rules or previ-
ously selected options. These errors are independent of the current
state of the session. This may result from the failure of the sender to
enforce session rules. Detectlion by the receiver of each of these
errors is optional.

X'80' - Permanent Error: This category indicates that the request could not
be delivered to the intended receiver, because of path outage, an
invalid sequence of activation request, or a prolocol data unit error.
The provider's execution cannot continue, and will only accept RAS or
close-down types of commands from the user.

8(
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Byte 1: LSA Layer Location and Layer Identifier (ID) Code

This field byte code is split into two parts, which together make up Locations
{Local, Path or Line, Remote) and (N)_Layers (ID) identifier code.

Bits 0-3: Layer Location of error
X'1' - Local provider related error or status.
X'2' - Path or line related error or status.
X'3' - Remote provider related error or status..
Bits 4-7: LSA (N)_Layer Identifier (1D) Code
X'6' - LAN LLC

Bytes 2-3: LSA Layer Completion Code

The (N)-layer passes a LSA error/return code to the (N +1)-layer. The (N+1) layer
changes this field to N+1 error code but leaves the originating error code alone.
This allows each layer to only understand the completion statuses of the next
lower layer.

Byte 4: Reserved for future use
Byte 5: Originating LSA Layer Identifier (ID) Code

Same as bits 4 thru 7 of bylte 1 field of the LSA Common Status Structures.
Bytes 6-7: Originating LSA Layer Completion Code
The (N)-layer delects an error by itself. The completion code is captured here and
will not be modified by the (N +1) layer. (See description of byles 2-3 of the LSA
Common Status Struclure.)
Bytes 8-11: System Log Identifier
The System Log ldentifier is a system unique identifier that relates this primitive to
information that has been sent o the RAS/CNM Manager. This field is only pre-

sented byte 4 (RAS Flag Code) status attached. It contains the identifier that was
obtained by the layer which initiated the original LSA slatus cause code.

5.3 LAN Station Manger Completion Codes

The completion codes for the LAN Station Manager will be identified by the block of
X'8x' for the LSA Layer complelion codes.
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Chapter 6. Dynamic Address Resolution and Route Discovery

—— Note

This chapter is subject to change to align it with the route discovery function
being developed in project IEEE 802.5 working group.

Dynamic Address Resolution and Route Discovery (or, more simply, Discovery) is
a protocol which provides LAN stations with both a directory service and a routing
service. Thatis, by requesting DLC.LAN.MGR to perform Discovery, a LAN station
can, given the network entity identifier of a remote network entity, determine not
only a MAC address and LSAP through which the entity is accessible, but also, if
either the station or the entity lie on a source routing bridged LAN, a route. Dis-
covery uses a combination of HeartbeatRequest, Heartbeat, Find, and Found LLC
frames.
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6.1.1 Terms
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NETWORK
NETWORK ENTITY
STATION
|
H*—r L—lLSAP ' LLe
L] LSAP
0C
OSCvyY
[
I
DLC MAC
LAN ,
MGR AC ADDRESS
I R
[
|
PHYSICAL -

Figure 6-1. Layering

See Figure 6-1 for an illustration of the definitions of some terms associated with
layering. See IBM Token Ring Architecture Reference for a discussion of the func-

tions of the DLC.LAN.MGR.
Station

Consists of one DLC.LAN.MGR and the (possibly mul-
tiple) instances of the LLC and MAC sublayers and the
Physical layers it manages. All these Physical layer
instances must be attached to the same bridged LAN
under non-failure conditions.
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Network Entity Defined in the OS/ Basic Reference Model, ISO
7498-1884(E) as an active element within the network
layer of the OS! layering. The Discovery architecture
extends this definition of network entity to include an
active element in any layer which sits on the DLC
layer. A network entity can be thought of as any entity
directly using the DLC. One network entity may com-
municate through multiple stations.

Network Entity Identifier A permanent identifier for an entity. Thus, a network
entity identifier identifies a subset of functions which
interface with the DLC layer.

Regular ldentifier A network entity identifier intended to refer to a single
instance of the entity. Each regular identifier refers to
one and only one instance of a network entity. Each
network entity added to a Discovery instance must
have at least one regular identifier.

Group Identifier A network entity identifier intentionally referring to
potentially more than one instance. Multiple nodes of
a paricular network may be identically layered. So it
makes sense to assign the same identifier to the same
subset of functions in muliiple nodes, although this
need not be done. Thus, a group identifier may refer
to multiple network entity instances. Examples of func-
tion subsets which can have group identifiers include
APPN Network Node, OSI Intermediate System,
PrintServer, etc. A network entity may have multiple
group identifiers. A network entily may have both
group identifiers and regular identifiers.

Universal Group Identifier A group identifier beginning with X'00'. Universal
group idenlifiers are architected. A network entity may
have only one universz! group identifier.

Server An entity which is identified by a group identifier.
Such entities are Heartbeated.

Group Find A Find which is senl ot . to a group MAC address or a
functional address. For example, a Find sent {o the
non-server functional address is a group Find.

6.1.2 Discovery Functional Overview

Primitive Requirements
The precise specification of the primitives used to invoke Discovery is outside the
scope of this document. This document specifies only the formats and prolocols
necessary to ensure that different product implementations can inter-operate.
However, this section describes the funchons that must be offered by any accept-
able set of primitives.

Chapter 6. Dynamic Address Resolution and Route Discovery 6-3



Adding network entity identifiers

Local network entities must be added o the DLC.LAN.MGR before they can be
found by remote network entities. To add a network entity identifier means to
inform a DLC.LAN.MGR that the entlity is accessible through it. The DLC.LAN.MGR
is given the entity’s protocolld, group identifiers, if any, and regular identifier.

Finding network entities

To find a network entity, the discovery user provides the DLC.LAN.MGR with:
* its protocolid,

e either a regular identifier or a group identifier of the sought entity, depending
upon whether a particular instance is sought or nol and upon whether the
sought entity has a group identifier or not,

¢ if the sought entity was identified by a group identifier, whether one or all dis-
covered instances of the sought entity is to be returned to the user,

¢ whether one or all routes are to be returned for each returned instance of the
sought entity,

¢ if only one route is to be returned for each returned instance of the sought
entity, the minimum required frame size that all bridges along the route and
both stations must support (this value may be 0 to indicate that any frame size
is acceptable),

e whether Discovery may return cached information or not,
® and, if available, a MAC address of the sought network entity.

The user may specify that information on ALL discovered instances of the sought
enlity be returned. The user may also specify that ALL routes to each discovered
instance be returned. Discovery returns to the user:

e a MAC address of each discovered instance of the sought entity, up to the
maximum desired number of instances,

e an LSAP of each discovered instance of the sought enlity, up to the maximum
desired number (one or all those discovered) of instances,

e if Discovery is being used on a source-routing bridged LAN, a number of routes
to each discovered instance of the sought entity, "0 to the maximum desired
number of instances (one or all those discovered) and the maximum desired
number (also one or all those discovered) of routes per instance; if just one is
requested, the returned route must salisfy the minimum frame size constraint.

Discovery Functions

6-4 HLM Architecture

Caching: Stations may, at the implementer's option, cache any information
received on Discovery frames.

The Rotary Function: A station which receives a Find frame need not send the
resulting Found frame, if any, from the MAC address which received the Find. This
flexibility is useful if a network entity is accessible through multiple adapters on the
LAN network. In this case, it can open one adapter for receiving Finds and rotate
the Found replies from the other adapters. This will disperse the connections
among the available adapters. This operation is called the rotary function.

Suppose that a DLC.LAN.MGR manages multiple adapters and determines that two
of them are on the same segment. it is recommended that the DLC.LAN.MGR in
that case ensure that one or the other, but not both, Heartbeat any entity at any
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time; similarly it is recommended that the DLC.LAN MGR ensure that one or the
other, but not both, send a Found for any entity in reply 1o any one Find.

One possible technique that the DLC.LAN.MGR can use to determine whether any
two of its adapters are on the same segment is to send from one of the adapters a
TEST command frame without a routing information field; this TEST command is
addressed to the other adapter. If the sending adapter receives a TEST response
frame, the two adapters are on the same segment. Otherwise, they are not.
Another possible technique is to configure the DLC.LAN.MGR with the information.
implementers need not use either of these two techniques.

Migration Strategy
Migration from currently existent, Discovery-incapable stations to Discovery-
capable stations is supported by third-party Founds. These frames are sent by a
Discovery-capable station on behalf of a Discovery-incapable station, thus allowing
entities at the latter station {o be located by any other Discovery-capable station.

To facilitate the future addition of fields to Discovery frames, the Discovery archi-
tecture requires that an implementing station ignore any Discovery frame fields it
does not recognize. Any architected fields added to Discovery frames in the future
shall be optional and shall be added at the ends of the current frames.

6.1.3 Discovery Specifications
Qualification of Identifiers: A single LAN may support multiple higher-layer proto-
cols. Protocolld is included in some Discovery frames. |t identifies the protocol
suite (for example, SNA, TCP/IP, OSI) performed by the entity.

Discovery Functional Addresses and LSAPs
When running on a Token-Ring adapter, the Discovery protocol uses the following
functional addresses: '

e X'CO000 0000 0004', the Hearlbeat functional address,
e X'CO000 0000 0040', the non-server functional address,
e X'CO0O00 0001 0000', the server functional address.

The origin and destination LSAP for all Discovery |.ames is X'DC".

When running on an Ethernet or an 802.3 network, Discovery uses the three group
addresses with values equal to the above three functional addresses. The purpose
of each group address is that of the equal funclional address.

Timers and counters
Discovery includes the following timers and try counts:

¢ Find Timer (settable 10 0.5, 1, 1.5, ..., 20 and defaulting 1o 9 sec). The expira-
tion of this timer causes a Find frame to be repeated.

* Find Try Count (default = 2, max = 6). This value is the maximum number of
times that a Find frame is sent.

* Heartbeat Repetition Timer (settable to the values 0.5, 1, 1.5, ... , 60 seconds
and defaulting to 5 seconds). A Heartbeat is sent when the Heartbeat Repe-
tition Timer expires if an unanswered HeartbeatRequest is outstanding. This
timer is reset and started upon the transmission of a Heartbeat.

¢ Heartbeat Timer (settable to 1, 2, 3, ..., 120 seconds and defaultingto 9
seconds). The period of this timer determines how long a station waits for a
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Hearlbeat. This timer is reset and started upon the transmission of a l
HeartbeatRequest o

e HeartbeatRequest Try Count (default = 2, max = 6). This value is the
maximum number of times that a HearibeatRequest frame is sent. l

¢ [nitial Heartbeat Count (settable to the values 0, 1, 2, ..., 1000 and defaulling to
60). This is the number of unsolicited Heartbeats sent by a station on behalf of
a server if the station becomes aware that the server has just started up, the
server or the station itself has just recovered, or recovery from network parti-
tion has just occurred.

These values can be overridden by the LAN administrator. Also, a LAN manager, if
present, has the ability to get and set all of these timers and counts via the
Resource Manager component of the DLC.LAN.MGR.

6.1.4 Discovery Frames -
There are four discovery frames: HeartbealRequest, Heartbeat, Find, and Found. A
station single-route broadcasts a HeartbeatRequest to the server functional
address to cause recipients to respond with Heartbeats. If an identifier of the
sought entity was previously added to a recipient and if the sought entity is a
server, the recipient single-route broadcasts a Heartbeat to the Heartbeat func-
tional address. The Heartbeat announces a MAC address of the sought entity,
among other information, to all stations whose Heartbeat functional addresses are
open. A Find causes each recipient to respond with an ill-routes broadcast Found
if an identifier of the sought entity has been added to it. These frames and the pro-
tocol which determines when they are sent are illustrated in Figure 6-5on
page 6-12 and Figure 6-6 on page 6-14.

The next figures provide an overview of the Discovery frames sent and the opening
and closing of the Heartbeat functional address for different discovery invocations
and for different values of the Heartbeat Repetition Timer at the time the
HeartbeatReques! frame is received. ‘

Figure 6-2 on page 6-7, Figure 6-3 on page 6-7, and Figure 6-4 on page 6-8
provide an overview of the frames sent in the execution of the Discovery protocol
and the actions taken by the Discovery invoker's station and the sought entity's
station. The central column labelled FRAME lists the frames sent, in sequence
where time increases downwardly. The lefi-hand colu an labelled ACTION lists the
actions taken by the Discovery invoker's station. The right-hand column labelled
ACTION lists the actions taken by the sought entity's station. The caption of each
figure indicates whether the sought entity is a server or a non-server.

Figure 6-2 on page 6-7 illustrates the case in which the Discovery invoker speci-

fies a network entity identifier of a server. Here the Hearibeat Repetition Timer's
value is non-zero when the HeartbeatRequest is received.
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ACTION FRAME ACTION

HbReq SRBcast to server @

start Hb timer, >
open Hb 1@ '
Hb SRBcast to Hb f@
stop Hb timer, < Hb rep timer
close Hb f@ expires

Find to specific @ via explicit route
start Find —>
timer

Found ARBcast to specific @

stop Find <
timer

Figure 6-2. Finding a Server - Hb Repetition Timer Value is Initially Non-zero

The case illustraled by Figure 6-3 is the same as that by Figure 6-2 except that the

‘Heartbeat Repetition Timer's value is zero when the HeartbealRequest is received.
ACTIOK FRAME ACTION

HbReq SRBcast to server f@

v

start Hb timer,
open Hb f@
no delay
Hb SRBcast to Hb f@
stop Hb timer, <« - start Hb rep timer
close Hb f@

Find to specific @ via explicit route
start Find —_—
timer

Found ARBcast to specific @

stop Find -
timer

This protocol is performed whether or not the Discovery invoker knows that
the sought entity is a server.

Figure 6-3. Finding a Server - Hb Repetition Timer Value is Initially Zero
Figure 6-4 on page 6-8 illustrates the case in which the Discovery invoker speci-

fies a network entity identifier of a non-server and also specifies that the entity is a
non-server.
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ACTION FRAME | ACTION

Find SRBcast to non-server @
start Find >
timer

Found ARBcast to specific @
stop Find <
timer

Figure 6-4. Finding a Non-server

HeartbeatRequest Frame Usage: |If a station is invoked to locate a server, the
station may single-route broadcast a HeartbeatRequest frame to the server func-
tional address. Alternatively, if a station is invoked by a Discovery primitive which
requests that an entity (whether a server or not) with its own architected functional
address (such as LAN manager) be discovered, the station may simply single-route
broadcast a Find to that functional address address. Doing so reduces the number
of unnecessary interrupts.

If, afier the transmission of a HeartbeatRequest frame for the sought entity, the
Heartbeat Timer expires before a Heartbeat arrives, the station repeats the
HeartbeatRequest frame. At most, it is sent a number of times equal to the
Heartbeat Try Count.

If a station to which the sought server has added its identifier receives a
HeartbeatRequest, it executes the following steps. If the Hearlibeat Repetition
Timer's value is 0, the station immediately single-route broadcasts a Heartbeat to
the Heartbeat functional address. On the other hand, if the timer’s value is non-
zero, the station waits until the timer expires and ther broadcasts the Heartbeat. If
the station receives multiple HeartbeatRequests seeking the server before the
Heartbeat Repetition Timer expires, it ignores all but one. In either case, afier
transmitting the Heartbeat, the station resets and starts the Heartbeat Repetition
Timer.

HeartbeatRequest Frame Fields:

origRegularldentifiers This is a sequence of all regular identifiers which iden-
tify the entity invoking Discovery. Itis presentin all
HeartbeatRequests.

searchGroupldentifier This is a group identifier of the entity being sought. A

HeartbeatRequest frame must contain a group identi-
fier or a regular identifier.

searchRegularidentifier This is a regular idenlifier of the entity being sought. A
HeartbeatRequest frame must contain a group identi-
fier or a regular identifier.

Heartbeat Frame Usage: If a station receives a HeartbeatRequest for a server
whose identifier has been added {o it, the station single-route broadcasts a
Heartbeat to the Heartbeat funclional address, afier possibly waiting until the
Heartbeat Repetition Timer expires, as described above. Upon start-up or




RTP 8(

recovery, a siation to which the identifiers of one or more servers have been added
sends a sequence of Heartbeats of number equal o the Initial Heartbeat Count
spaced in time by the Heartbeat Repetition Timer period for each such server. It is
recommended that the station intersperse the sequences of Heartbeats for different
servers. During the time that the station is performing this initial Heartbeating. it
may keep its server functional address closed.

Heartbeat Frame Fields:

protocolld The protocolld specifies the protoco!l performed by the
Heartbeated entity. This field is present in all
Heartbeats.

returnMacAddress The returnMacAddress is a MAC address through
which the server is accessible. It is the MAC address
to which a Find frame to the server is addressed. This
field is present in all Heartbeats.

groupldentlifiers This is a sequence of all the group identifiers, if any,
which identify the server.

regularidentifiers This is a sequence of all the regular identifiers which

identify the server. Atleast one must appear. This
field is present in all Heartbeats.

Find
Find Frame Usage: The main content of a Find frame is a regular or group identi-
fier of the sought network entily and a MAC address and an LSAP of the invoking
network entity. If a station is invoked by a Discovery primitive which requests that
an entity be discovered and specifies that the entity is a non-server, that station
simply single-route broadcasts a Find to the non-server functional address. Alter-
natively, if a station is invoked by a Discovery primitive which requests that an
entity with its own architected functional address (such as LAN manager) be dis-
covered, the slation may simply single-route broadcast a Find to that functional
address. This is true whether the entity is specified to be a non-server or nol.
Doing so reduces the number of unnecessary interrupts. If a station receives a
Heartbeat for the sought entity, it responds with a Find sent to the specific MAC
address contained in the Hearlbeat. The Find foliows the same route that the
Hearibeat traversed.

If a Find resulls in no Found before the Find timer expires, the Find frame is
repeated. It is sent at most a number of times equal to the Find Try Count. if a
Find results in a Found-in-progress (defined below), it is retransmitted in this way,
but over the explicit route that the Found-in-progress followed.

For a source routing bridged LAN, if the station does not know a regular identifier
of the sought enlity, but does know one of its MAC addresses and one of its LSAPs,
the station may single-route broadcast or ali-routes broadcast, at the
implementer’s option, a TEST (COMMAND) or an XID (COMMAND), again at the
implementer’ option, to the MAC address in order to discover the route. See IBM
Token Ring Architecture Reference for a description of the use of TEST and XID
frames.

Find Frame Fields:
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correlator All Find frames include a correlator field. The
correlators of all Finds caused by the same Discovery
primitive invocation are equal. Each Found frames
contains the correlator of the Find to which it is

replying.

protocolid The protocolld specifies the protocol performed by the
network entity invoking Discovery. This field is present
in all Finds.

returnMacAddress The returnMacAddress is a MAC address through

which the entity invoking Discovery is accessible. It is
the MAC address that the resulting Found is sent to
and the MAC address through which communication
subsequent to the Discovery exchange will go. This
field is present in all Finds.

returnLSAP The returnLSAP is an LSAP of the entity invoking Dis-
covery. Wtis the LSAP through which communication
subsequent to the Discovery exchange will go. This
field is present in all Finds.

frameSize A Find includes a field called FrameSize. it is set by
the sending station to the size in bytes of the largest
frame the station can receise. This field is present in
all Finds.

origRegularidentifier This is a regular identifier which identifies the entity
invoking Discovery. It is presentin all Finds.

groupSearchidentifier This is a group identifier of the entity being sought. A
Find must contain one group identifier or one regular
identifier.

regularSearchlidentifier This is a regular identifier of the entity being sought. A
Find must contain one group identifier or a regular
identifier.

snapProtid This is the 802.1A protocol identifier. It is present if the
entity invoking discovery is accessible through LSAP
X'AA' or if the enlity invc«ing discovery is an Ethernet
application.

Found .
Found Frame Usage: A Found frame’s ReplyCode field informs the Found recip-
ient whether the sought entity specified in the Find was found or not and whether
its DLC.LAN.MGR has suflicient resources to support the communication or not.
The sought entity is considered found if the search identifier and protocolld con-
tained in the Find match those of some entity located at the recipient station. The
value and length of both the search identifier and the protocolld from the Find
frame must equal the value and length of some identifier stored in the
DLC.LAN.MGR for a match o occur.

A Found indicating that the sought entity was found and that the DLC.LAN.MGR
may have sufficient resources is a positive Found and has reply code X'00'.

A Found-in-progress is denoted with a ReplyCode equal to X'01* and informs the

recipient that the Found source needs more time to determine if the sought entity is
available. It causes the recipient to wait for the wait interval specified in the
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replyCode field before retransmitting the Find. A Found-in-progress is a type of
third-party Found. Upon reception of a Found-in-progress, a station sets the Find
timer o the value of the waitinterval subfield of the replyCode field. The number of
Find retries is unaffected by the extension of the Find timeout. - If a station receives
a sequence of Founds-in-progress from the same source in reply to the same Find,
it performs the actions described above for each (i.e. the Find timer is set to the
waitinterval value from each Found-in-progress).

A Found indicating that the sought entity was found and that its DLC.LAN.MGR
does not have sufficient resources for additional communication is a busy Found
and has reply code X'02'.

A Found indicating that the sought entity was not found is a negative Found and
has reply code X'03"'.

The recipient of a non-group Find always replies with a Found frame. The recipient
of group Find replies with a Found only if the Found is positive or is a Found-in-
progress. Founds are all-routes broadcast only if they are positive and are not
third-party. All other Founds are sent over the explicit route followed by the Find
which solicited them, if that route is known; if not, they are single-route broadcast.

For any Find, any consequent Found is sent to the return MAC address contained
in the Find frame. The Found frame contains a MAC address and an LSAP through
which the network layer entity with whom the origin of the Find frame wishes to
communicate is accessible. This MAC address and this LSAP will be used for the
communication between the sought entity and the Discovery invoker after the com-
pletion of the Discovery protocol. As with all broadcast frames to specific (non-
group) addresses, the route taken by each Found frame as it traverses a source
routing bridged LAN is accumulated in the frame. In this way, the initiating station
dynamically learns a MAC address and an LSAP of the destination network entity,
and, for a source-routing-bridged LAN, a route.

Found Frame Fields:

correlator All Found frames contain the correlator of the Find
which they are responding to.

returnMacAddress The returnMacAddress is a MAC address through
which the sought entity is accessible. For a non-third-
party Found, this address is the same as the address
of the adapter sending the Found. For a third-party
Found, it is not. This field is present in all bul negative
Founds. i

returnLSAP The returnLSAP is an LSAP through which the sought
entity is accessible. Note thatitis not X'DC'. This
field is present in all Founds except for Founds-in-
progress and negative Founds.

replyCode The replyCode field indicates whether the sought
entity has been found or not, whether more time is
required to search for it or not, and whether the
DLC.LAN.MGR has sufficient resources to support the
additional communication or not. If more time is
needed, the waitinterval subfield of ReplyCode indi-
cates how much is needed. This field is present in all
Founds.
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regularldentifiers

frameSize

snapProtid

6.1.5 Sample Discovery Flows
The following figures specify in detail the contents, sources, and destinations of
Discovery frames.

This is one regular identifiers of the sought entity. It is
present if the Find did not contain a
regularSearchldentifier. The regular identifier may be
useful to the Found destination in deciding which
replying network entity instance to communicate with.

The frameSize field is set by the sending station to the
size in bytes of the largest frame the station can
receive. The Found recipient calculates the size of the
largest frame it can send to the Found source to be the
minimum of the contents of this frameSize field and the
frame size indicated in the Routing Information field of
the MAC header. This field is present in positive or
busy non-third-party Founds.

This is the 802.1A prolocol identifier. It is present if the
sought entity is an Ethernet application or if the LSAP
that this entity is accessible through is X'AA".

First, Figure 6-5 illustrates the Discovery protocol exec jted in the case that the
sought entity is a server.

Figure 6-5. Server Discovery
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Legend:
Key to Frame Parameters:

HbReq (HeartbeatRequest):
oglds: all group identifiers of the entity invoking Discovery
orlds: all regular identifiers of the entity invoking Discovery
sld: a regular or group identifier of the sought entity

Hb (Heartbeat):
pld: protocolld
d: destination MAC address to be used by Find frame
glds: all group identifiers of entity being Heartbeated
rids: all regular identifiers of entity being Hearlbeated
sClass: serviceClass

Find:
c: correlator to pair Finds with consequent Founds
pld: protocolid
d: MAC address to be used for communication at origin
LSAP: LSAP to be used for communication at origin
sType: serviceType
fSz: frameSize
orgld: a regular identifier of the entity invoking Discovery
oglds: all group identifiers of the entily invoking Discovery
sld: aregular or group identifier of the sought entity

Found:
¢ Correlator of the Find which initiated this Found
pld: protocolld '
d: MAC address to be used for communication
LSAP: LSAP to be used for communication
rc. replyCode
fSz: frameSize

Figure 6-6 on page 6-14 illustrates the Discovery protocol executed in the case
that the sought entity is a non-server.

Chapter 6. Dynamic Address Resolution and Route Discovery  6-13



RTP 8C
|

And (c,pd,d=MADOR,LSAP =y,
sType.fz.0orgid oghds;sid)
SRy SRBcast LSAP OC DSVRY
< - NON-SRVR T
LSAP MADDRO2 S-Found(C.D'd.d =MAWR(5, 1
o & LSAP=2zrc f52) e
- Jl ARBcast
LSAP DC
- y ' KNOWN
User | [LSAPDC NON-SERVER
Data Exchange
| SAPyy LSAPzz
MADORO3 MADDROS
STATION STATION

Figure 6-6. Non-Server Discovery
Legend: Key to Frame Parameters:

Find:
c. correlator to pair Finds with consequent Founds
pld: protocolid
d: MAC address to be used for communication at origin
LSAP: LSAP to be used for communication at origin
sType: serviceType
fSz: frameSize
orgld: a regular identifier of the entity invoking Discovery
oglds: all group identifiers of the entily invoking Discovery
sld: a regular or group identifier of the sought entity

Found:
c: Correlator of the Find which initiated this Found
pld: protocolid
d: MAC address to be used for communication
LSAP: LSAP to be used for communication
rc:  replyCode
fSz: frameSize

6.1.6 Frame Formats
This subsection provides in ASN.1 the formats of the information field of the Ul LLC
frames of the Discovery function. The ASN.1 language is defined in ISO
8825:1987(E) with DAD1.

The following figure illustrates the position of the information field in the LLC frame
for a token-ring LAN with source routing.
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MAC header LLC header | LLC Ul information field | FCS | ED | FS

v 4@ 1 1

DEST |SOURCE| 00000011
LSAP | LSAP

1 1 1
Control=Ul

SD

AC | FC | DA | SA | RI

1

1 1 6 6 0-30

The total length of the frame must be less than or equal to 512 bytes.

Figure 6-7. Token-Ring Discovery Protocol Frame Format

The following legend explains some of the abbreviations of the above figure. See
IBM Token Ring Architecture Reference for delails concerning these fields.

SD
AC
FC
DA

SA

RI

FCs
ED
FS

Starting delimiter

Access control field
Frame control field
Destination address

HeartbeatReques! . Server functional address (X'CO000 0001 0000'),

Heartbeat Heartbeat functional address (X' C000 0000
0004 ')
Find Non-server funciional address (X' C000 0000

0040') or specific address
Found Specific address
Source address (specific)
bit(0) = 0 Routing Information field not present
bit(0) = 1 Routing Information field present

Routing Information field

byte(0-1) Routing control field
bit(0) = 0 follow route in Rl field (non-broadcast)
bit(0) =1 broadcast all rings (build Rl field enroute)
bit(1) =0 through all bridges
bit(1) = 1 through only single-route broadcast
bridges

Frame check sequence
Ending delimiter

Frame Status field
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Abstract Syntax Notation
Four Ul LLC frames are used: HeartbeatRequest, Hearlbeat, Find, and Found.

Discovery DEFINITIONS ::= BEGIN

DiscoveryFrame :: = CHOICE {
heartbeatRequest [4] IMPLICIT HeartbeatRequest,
hearibeatSequence [1] IMPLICIT HeartbeatSequence,
find [2] IMPLICIT Find,
foundSequence [3] IMPLICIT FoundSequence }

HeartbeatSequence :: = SEQUENCE OF Heartbeat

HeartbeatRequest :: = SEQUENCE {
origRegularldentifiers Regularldentifiers,
— — al! identifiers of the entily invoking Discovery must be present
searchGroupldentifier [14] IMPLICIT Groupldentifier OPTIONAL, v
— — either one searchGroupldentifier or one searchRegularidentifier must be present
searchRegularldentifier [2] IMPLICIT Regularidentifier OPTIONAL,
— — either one searchGroupldentifier or one searchRegularidentifier must be present

Heartbeat :: = SEQUENCE {
protocolld Protocolld,
returnMacAddress [3] IMPLICIT MacAddress,
groupldentifiers [9] IMPLICIT Groupldentifiers OPTIONAL,
— — all group identifiers of the server must be present
regularidentifiers [2] IMPLICIT Regularidentifiers,
— — all regular identifiers of the server must be present

Find ::= SEQUENCE {
correlator Correlator,
protocolld Protocolid,
returnMacAddress [3] IMPLICIT MacAddress,
returnLsap [5] IMPLICIT Lsap,
frameSize [7] IMPLICIT FrameSize,
origRegularidentifier Regularidentifier OPTIONAL,
— — aregular identifier of the entity invoking Discovery must be present
— = in a Find o a known non-server or in a Find deslined for the LAN
— — manager functional address
searchGroupldentifier [8] IMPLICIT Groupldentifier OPTIONAL,
— — either one search group identifier or one search regular identifier must be present
searchRegularidentifier [2] IMPLICIT Regularidentifier OPTIONAL,
— — either one search group identifier or one search regular identifier must be present
snapProtid [13] IMPLICIT SnapProtid OPTIONAL,
— — present if the LSAP the sought entity is accessible through is X'AA"
— — orif the entity invoking Discovery is an Ethernet application

FoundSequence :: = SEQUENCE OF Found

Found :: = SEQUENCE {
correlator Correlator,
returnMacAddress [3] IMPLICIT MacAddress,
returnLsap [5] IMPLICIT Lsap,
— — present except in negative Founds or Founds-in-progress
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replyCode ReplyCode,
regularidentifier [2] IMPLICIT Regularidentifier OPTIONAL.
— — required if the Find did not include regularSearchldentifier
stationType [6] IMPLICIT StationType OPTIONAL,
— — present in a third-party Found
frameSize [7] IMPLICIT FrameSize OPTIONAL,
— — present in a non-third-party Found that is positive or busy.
snapProtid [13] IMPLICIT SnapProtid OPTIONAL,
— — present if the LSAP the sought entity is accessible through is X'AA!
— — orifthe sought entity is an Ethernet application
Correlator ::= OCTET STRING (4)
FrameSize :: = OCTET STRING (4)
Groupldentifiers :: = SEQUENCE OF Groupldentifier
Regularldentifiers :: = SEQUENCE OF Regularidentifier
Regularldentifier ::= OCTET STRING
Groupldentifier :: = OCTET STRING
Lsap ;= OCTET STRING (1)
MacAddress ::= OCTET STRING (6)
Protocolld :: = OCTET STRING (2)
ReplyCode ::= OCTET STRING (0-1)
StationType ::= OCTET STRING (1)

SnapProtid ::= OCTET STRING (3)

END

Primitive Data Types:

Correlator
value octets 0—3: correlator
FrameSize

value octets 0—3: the maximum frame length supported by the frame source station

Groupldentifier

value octets 0—n: a group identifier. those group identifiers beginning
with X'00' are universal group identifiers and are reserved.
X'0000* LAN manager
X'0001" Controlled access unit (CAU)
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Lsap

value octet O: Link Services Access Point
MacAddress

value oclets 0 —5: MAC Address in canonical form
Protocolid

value octets 0—1: protocolldentifier

b 1xxoxxxx xxxxxxxx' Locally administered identifier

b'00000000 00000000' Systems Network Architecture - subarea

b'00000000 00000001 Systems Network Architecture - APPN

b'00000000 00000011' Transmission Control Protocol/ Internet Protocol (TCP/IP).
b'00000000 00000100' Netbios

b '00000000 00000101' DECNET

b'00000000 00000110 CMIP

all others reserved

Regularidentifier

value octets 0 —n: v regular identifier
ReplyCode
value octet O: reply code
X'00' positive Found - the sought entity has been found and the

sending DLC.LAN.MGR currently may have sufficient resources
for additional communication.

X'01!' Found-in-progress - the Found source needs more time to
determine if the sought entity is available. Wait for the time
interval specified in octet 1 before sending another Find. This is a
Found-in-progress.

X'02! busy Found - the sought entity is available but the sending
DLC.LAN.MGR does not have sufficient resources for additional
communication.

X'03' The sought entity was not found. Sent only in reply o a Find
o a specific MAC address.
others reserved
value octet 1: Wail interval

If byte 2 has value X'01', this field contains the length of
time in seconds that the receiving station should wait before
retransmitling a Find. Otherwise, it has the value X'00'.

StationType
value octet O:
X'00' the station is Discovery-incapable
X'01! the station is Discovery-capable
others reserved
SnapProtid
value octets 0—4: SNAP protocol identifier, defined in IEEE 802.1A

6-18 HLM Architecture



RTP

6.1.7 Discovery Finite State Machines

Finite State Machine 1 .
FSM 1 describes the actions of a station using Discovery to locate one instance of a
remole entity whose identifier, but not MAC address or LSAP, is known. Itis
assumed that the identifier has been added to another (Discovery-capable) station.
It is assumed that the sought entity does not have its own architected functiona!
address. It is assumed that both stations are located on the same bridged token-
ring LAN with source routing. It is also assumed that the stations through which
the sought entity is accessible have been operating long enough that they have
stopped their initial Heartbeating.

For the Discovery FSMs, resetting a timer means setting its value to its period.
That is, the FSM's assume that timers count down. Nevertheless, product imple-
menters may implement Discovery timers that count up. Stopping a timer means
causing its value to remain constant until it is resel. It is assumed that timers stop
after expiring.

It is assumed that each Discovery invocation begins the execution of a different
instance of FSM 1. Therefore, an already executing instance of FSM 1 cannot
receive a Discovery invocation; that is, it cannot receive a Locate A Server, a
Locate A Non-server, or a Locate input.
States: .

¢ Reset: The station is waiting for a Discovery invocation.

* Listen: The station is listening for a Hearlbeal or a Found. Whether the sought
entity is a server or not is known.

¢ Server?: The station is listening for a Heartbeat. Whether the sought is a
server or not is unknown. '
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Inputs

Input Name

Description

Locate a Server.

A station receives a Discovery invocation which includes a network entity iden-
tifier of a server. Discovery is to determine a MAC address and LSAP of one
instance of this entity and find a route to it.

Locate a Non-server.

A station receives a Discovery invocation which includes a network entity iden-
tifier of a non-server. Discovery is to determine a MAC address and LSAP of
one instance of this entity and find a route to it.

HB Arrives.

A Heartbeat arrives.

Hb Timer Expires, retries not
Exh.

A Heartbeat containing the identifier of the sought network entity is not
received before the Heartbeat listen timer expires. Further, the Heartbeat
Request has not been sent a number of imes equal to the HeartbeatRequest
Try Count

Hb Timer Expires, retries
Exh.

A Heartbeat containing the identifier of the sought network entity is not
received before the Heartbeat listen timer expires. Further, the Heartbeat
Request HAS been sent a number of times equal to the HeartbeatRequest Try
Count.

Found(p or b) Arrives.

A positive or busy Found with correct correlator value arrives. The “p” stands
for positive and the “b" stands for busy.

Found(n) Arrives.

A negative Found with correct correlator value arvives. The “n” stands for
negative.

Found-in-progress Arrives.

A Found-in-progress with correct correlator value arrives.

Find Timer Expires, retries
not Exh.

The Find Timer expires before the arrival of a positive, busy, or negative Found
with correct correlator value. Additionally, the Find frame has not already
been sent a number of times equal to the Find Try Count.

Find Timer Expires, retries
Exh.

Same as the previous item, except that the Find frame HAS been sent a
number of times equal to the Find Try Count

Deactivate arrives.

The signal which stops the execution of the Discovery protocol arrives.
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FSM 1
States
Reset Listen
Inputs 01 02
Locate a Server. 2(d) /
Locate a Non-server. 2(i) /
HB Arrives / -(b).
Hb Timer Expires, retries not Exh. / -(i)
Hb Timer Expires, retries Exh / 1(N
Found(p or b) Arrives. / 1(e)
Found(n) Arrives. / 1(fN
Found-in-progress Arrives. / -(h)
Find Timer Expires, retries not Exh. / -(c)
Find Timer Expires, retries Exh. / 1(f)
Deactivate Arrives. - 1(g)

Outputs:

Outpui Function

Code

a Single-route broadcast Find to Locate Functional Address. Reset and start Find Timer. Reset Find
Try Count

b Single-route broadcast Find to return MAC address. Reset and start Find Timer. Reset Find Try
Counter to Find Try Count - 1. Stop Heartbeat Timer. Close Heartbeat functional address.
Retransmit previous Find. Reset and start Find timer. Decremer! Find Try Counter.

d Single-route broadcast HearlbeatRequest to server functional address. Reset and start Heartbeat
Timer. Open Heartbeat funclional address. Reset HeartbeatRequest Try Counter.

e Signal that the sought network entity has been located. Stop Find timer.

f Signal that the sought network entity has not been focated. Stop Heartbeat Timer and Find timer,
if running.

g Signal that deactivation has occurred. Stop Heartbeat Timer and Find Timer, if running. Close
Heartbeat functional address, if open. '

h Reset Find Timer to Wait Interval frdm replyCode and startit.

i Single-route broadcast Find to Non-server Functional Address. Reset and start Find Timer. Reset
Find Try Counter to Find Try Count - 1.

i Single-route broadcast HeartbeatRequest to server functional address. Reset and start Heartbeat
Timer. Open Heartbeat functional address. Decrement HeartbeatRequest Try Counter.

- No state change

/ This input cannot occur in this state
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Finite State Machine 2

FSM 2 describes the actions of a station receiving a HeartbeatRequest frame for a
server whose identifier has-been added to the station. It is assumed that one
instance of FSM 2 is running for each such server. It is also assumed that the
station has been operating long enough that it has stopped its initial Heartbeating.

States:

e NoHbR=0: No HearlbeatReques! has been received since the transmission of
the last Heartbeat and the Heartbeat Repetition Timer’s value is 0.

¢ NoHbR>0: No HeartbeatRequest has been received since the transmission of
the last Heartbeat and the Heartbeat Repetition Timer's value not 0.

e HbR>O0: At least one HeartbeatRequest has been received since the trans-

mission of the last Hearibeat and the Heartbeat Repetition Timer’s value not 0.

Inputs:

Input Name

Describtion

HeartbeatRequest Arrives.

A station receives a HeartbeatRequest for a server which is included in the
DLC.LAN.MGR's list of servers for which it must Heartbeat

Heartbeat Repetition Timer

The Heartbeat Repetition Timer expires.

Expires.
FSM 2
States
NoHbR=0 NoHbR>0 HbR>0
Inputs 01 02 03
HeartbeatRequest Arrives 2(a) 3 -
Heartbeat Repetition Timer Expires / 1 2(a)

Outputs:
Output Function
Code
a Single-route broadcast a Heartbeat to the Heartbeat functional address. Reset and start the
Heartbeat Repetition Timer.
- No state change.
/ This input cannot occur in this state.
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FSM 3 describes the actions of a station receiving a Find frame for
an entity whose identifier has been added to it. It is assumed that one instance of
FSM 3 is running in each station.

States:
e Listen: The DLC.LAN.MGR is listening for Finds.

Inputs:
Inputs Description
Non-group Find to Loc Reg A station receives a non-group Find to a entity which is included in the
Entity Arrives DLC.LAN.MGR's list of local entities.
Group Find to Loc Reg Entity A station receives a group Find to a entity which is included in the
Arrives. DLC.LAN.MGR's list of local entities.
Non-group Find to Fip Entity A station receives a non-group Find to an entity which is included in the
Arrives. DLC.LAN.MGR's list of remote entities for which it mus t send Founds-in-
progress.
Non-group Find to Unregis- A station receives a non-group Find to an entity which is not included in either
tered Entity Arrives. of the DLC.LAN.MGR's two lists of entities.
FSM 3:
States
Listen
Inputs 01
Non-group Find to Loc Reg Entity Arrives. -(a)
Group Find to Loc Reg Entity Arrives. -(a)
Find to Fip Entity Arrives. -(b)
Non-group Find to Unregistered Entity Arrives. -(c)
Outputs:
Output Function
Code
Ali-routes broadcast positive Found to ReturnMACAddress from Find.
b Send via the explicit route from the Find, if available, otherwise Single-route broadcast Found-in-
progress to ReturnMACAddress from Find.
c Send via the explicit route from the Find, if available, otherwise Single-route broadcast negative
Found to ReturnMACAddress from Find.
- No state change.
/ This input cannot occur in this state.
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Chapter 7. Security

7.1 Security

Security for management in a distributed environment is of the utmost concern,
and has in the past been the limiting factor in the success of other management
protocols. Since this architecture has adopted the work done by ISO, and its CMIP
definitions, it has not ruled out security. However, definition for the use of the
access control field, as defined in the CMIP frames, has recently begun in the OSI
Management Standards group (SC21 x0x), and is not at this time complete. The
progress of this group will be monitored, and when the work has reached interna-
tional Standards status, it will be reviewed for adoption by this architecture. In the
interim, it is in the interest of this document to define an acceptable mechanism for
implementing Security.
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Chapter 8. CMIP Event

The CMIP EVENT is used for an unsolicited report of events occurring at the LAN
enlity. The event report can be either a confirmed or an unconfirmed type. The
information contained in the Event Report may include the error data, performance
data, configuration information, and other management application information.

After a LAN Station Manager is initialized, it will register with a Managing Process
(as described in Chapter 17, “Registration™ on page 17-1). A Managing Process
with which it registers will be known as a registered Managing Process. The LAN
Station Manager will send all event reports to its registered Managing Process(es).
If any GETs are received from a station that is not a registered Managing Process,
the LAN Station Manager will send a General Report (Nonregistered GET) event
report to notify its registered Managing Process(es). In addition, all SETs are
reported to all registered Managing Processes (except the managing process that
initiated the set by way of the General Report (Set Occurred).

To ensure that the Managing Process is still present and receiving the event
reporis, occasionally a confirmed event report will be sent. After a certain amount
of time, the next event to be sent is sent as a confirmed event. This timer is
configurable and can range from zero (all events con‘irmed) to infinity (no events
confirmed).

Figure 8-1illustrates the generic flow of the event report. The parenthesis contain
the subfields. The event response flows only when the event report is 2 confirmed
event.

Managing
LAN Stn Mgr Process

Invoke (Unconfirmed Event Report (object id, event type, event argument))

or

Invoke (Confirmed Event Report (object id, event type, event argument))

-

Result (Event Response (event type, event response argument))

<

Figure 8-1. Management Flows for Event Report

Figure 8-2 on page 8-2 shows an example of the fiow of events (unconfirmed and
confirmed).



Managing
LAN Stn Mgr Process

Invoke (Unconfirmed Event Report (object id, event type, event argument))

Invoke (Unconfirmed Event Report (object id, event type, event argument))

>

Invoke (Unconfirmed Event Report (object id, event type, event argument))

\g

Invoke (Confirmed Event Report (object id, event type, event argument))

—
>

Result (Event Response (event type, event response argument))

<

Figure 8-2. Management Flows for Event Report

The Event Report is used when a Layer Management Entity (LME) detects a fault
condition or other activity in its corresponding layer or sublayer. The LME reporis
to the LAN Station Manager and the LAN Station Manager sends this information to
the managing process through the CMIP Event Report.

8.1 General Format of the Event Report

8-2 HLM Architecture

CMIP Service

CMIP Parameters

Mgt Parameters

Event Report

Object 1D Layer Object
Event Time (Optional)
Event Type Alarm

General Report
Function Present
Deregister

Multiple Function Present
Multiple Function Deregister

Event Argument

e.g. Problem Data

Figure 8-3. Event Report and its associated parameters

There are four main fields for the Event Report: the Object Id, the Event time,
Event Type and the Event Argument. These fields are discussed in this section.

Note: The objects and attributes are defined in OSI Management template format

with accompanying ASN.1 definitions in 21.1, “Managed Object Templates

on page 21-1. The RO Invoke and the CMIP MPDU for the Event Report is
defined in Chapter 16, "Protocol Data Unit ASN.1” on page 16-1.
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8.1.1 Object ID
This field identifies the managed object for which the Event Report is generated. It
is made up of two components : Managed Object Class and Managed Object

Instance.

8.1.2 Event Time

This field contains the time at which the response was generated. It is optional.

8.1.3 Event Type

There are four types of Event Report:

e Alarm (See Chapter 22, “Alarm and Alert Definitions"” on page 22-1) Should |
refer them to Alarm and Alerl definition chapter here?

e General Report

¢ Function Present (which reporis that a function is present and is searching for
a manager)

* Deregister (which reports that a function is deregistering from a manager.)

* Multiple Function Present (which reports that a group of functions are present
and searching for a manager)

* Multiple Function Deregister (which reports that a group of functions are dereg-
istering from a manager)

8.1.4 Event Argument

Event Types and Associated Data .
The following tables illustrates the mapping of event type to the components of
event argument. '

Event Type Event Argument
Description Cause Required Data Refer-
ence
Alarm
GeneralReport
LSAPGeneralEvent LSAPOpened LSAPid 8-5
Supported Types
Maxifield
MaxLinkStnsConfigured
LSAPPairGeneralEvent | LinkStationConnected LLC Status 1 86
Correiator 1 8-7
LinkStationDisconnected LLC Status 1 86
Correlator 1 8-7
Concentrator NewComAddress MAC Address 86
GeneralEvent
LobeStatusChange Adapter Lobe Number 86
Enable Status
Insert Status
MAC Address
AMStatusChange AMStatus 8-6

Chapter 8. CMIP Event  8-3
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tion Deregrster

PrimaryName

MACAddress

Event Type Event Argument
Description Cause Required Data Refer-
ence
MiscGeneralEvent
’ SETOccurred Setter's MAC Address 86
Attribute List
NonRegisteredGET Getter's MAC Address 86
Attribute List
DeviceOnline 4 86
DeviceOffline . 86
FunctionPresent 2 3 GroupFunctionTitle 8-7
Qualifier )
DistinguishingAttribute
PrimaryName
MACAddress
UserData
Deregister 2 3 GroupFunctionTitie 8-7
Qualifier
DistinguishingAtt 1bute
PrimaryName
MACAddress
UserData
Multipte Func- 2 3 SET of Group Function information 8-8
tion Present
PrimaryName
MACAddress
Multiple Func- 2 3 SET of Group Function Information 8-8

Alarm |

For the definition of Alarms sent by the LAN Station Manager, see Chapter 22,
“Alarm and Alert Definitions™ on page 22-1

1 Required Field Supplies Supporting Data although not the primary data field.

2 The event argument for this event type has no description.

s The event argument for this event type has no cause.

4 Nodata is sent with this event.

8-4 HLM Architecture
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General Report
This section describes the event data for the general report.

Event data for the general report has the following subfields:
* General Description and Cause
¢ General Data (optional)
e LLC Status (optional)
e Correlator (optional)

e User data (optional).

e e g o =

In the General Report, only the General Description and Cause field differs from
the Problem Report Event Data.

General Description And Cause
General description is a high level description of what layer general event has
occurred:

e |LSAP General Event

e LSAP Pair General Event

* Concentrator General Event

* Miscellaneous General Event.
The General Event Report Cause field adds detail to the reason for the General
Report:

e LSAP Opened

¢ Link Station Connected

¢ Link Station Disconnected

e New Com Address

¢ [obe Status Change

e Attachment Module Status Change

e SET occurred

e Non registered GET

¢ Device on-line

e Device off-line.

8.1.5 General Data

LSAP Opened
This notification is emitted when an LSAP is opened for sending data. The fol-
lowing data is sent.

e LSAPid

SupportTypes

Maximum LLC Information Field

Maximum Link Stations Configured.

Chapter 8. CMIP Event 8-5



8.1.6 Link Station Connected Data

LLC status should be sent as the data to these event reporis.

8.1.7 Link Station Disconnected Data
Upon termination of an LSAP Pair (regardiess of the cause of termination), this
general event is sent to to the managing processes. The LLC status and correlator
. are sent with this event report.

8.1.8 New Com Address Data

The data for a new com address is that new address.

8.1.9 Lobe Status Change Data

The dala for a lobe status change is a set of the following information:
Adapter lobe number
Enable status - (activaled or deactivated)
insert status - .(not inserted or inéened)

MAC address.

8.1.10 Attachment Module Status Change Data
The data that is sent with an Event Report initiated by attachment module status
change is a set of the attachment module number and the status of that module
(not present, active, deactivated).

8.1.11 SET Occurred SET
When a sel is performed, a general event is sent to all managing processes except
the one that requested the sel. This general event has a cause of SET occurred.
The following is sent as the data:

MAC address of setter
aftribute list of what was set

8.1.12 Non registered GET Data
MAC address of getter
attribute list of what was gotten

8.1.13 Device on-line Data
'No data is sent with this event, which is sent by the Resource Management object

class.

8.1.14 Device off-line Data
No dala is sent with this event, which is sent by the Resource Management object
class.

LLC Status
The LLC Status contains information about link station connections. Its presence is
required for LSAP Pair General events (except counter- related events.) It consists
of the following elements:

e |LSAP PairID
e k

8-6 HLM Architecture
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e W

® maximum retransmissions
* T2 timertimeout value

® T1 timer timeout value

e Tl timer timeout value

e Max out increment

e Access priority

e Route (if available).

8.1.15 Correlator
The correlator contains a value that allows the management focal point to corre-
late problems if it receives multiple event reports from both local and remote
nodes. It is always present in LSAPPair General Events. (See Chapter 9, “"CMIP
Action™ on page 9-1 for detaiis.)

8.1.16 User Data

The user data is an optional field that may contain any data the user wishes to
send.

8.1.17 Function Present
The Function Present event is sent by the resource management object class when
an application or a MAC and LLC attaches to the station manager. It contains the
following data.

e group function title - which indicales the function that this entity provides.

e qualifier - indicates a division of the group (for example, the group of Token-
Ring MAC will have a qualifier of segment number.)

e distinguishing aftribute - the atiribute which can bz used to distinguish one
function instance from another

e primary name - indicates the unique name of the managing agent registration.

* MAC address - indicates the MAC address thrcigh which the managing
process can reach the entity.

¢ code pages
e architecture release level - the release level of the station manager

e user data - other information an entity may send

8.1.18 Deregister
The Deregister Event is sent to deregister an entity from a managing process. The
following is the data contained in the Deregister event type:

s group function title

e qualifier

o distinguishing attribute
® primary name

* MAC address

Chapter 8. CMIP Event 8-7
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e yserdata.

8.1.19 Multiple Function Present
The following is the data contained in the MultipleFunctionPresent event type,
which is sent when a station manager has multiple functions to announce.

e SETOF
— GroupFunctionTitle, Qualifier, Distinguishing Attribute, Userdata
® primary name
* macAddress
* architecture release level.
Multiple Function Deregister :
The following is the data contained in the MultipleFunctionDeregister event type,

which is sent when a stalion manager has multiple functions to deregister. See
17.4.4, "Multiple Function Registration™ on page 17-11 for details.

e SETOF
— GroupFunctionTitle, Qualifier, Distinguishing Attribute, Userdata
® primary name

® macAddress.

8-8 HLM Architecture
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8.2 Confirmed Event State Diagram

Ready to Waiting for
Send EVENT Confirmation

EVENT emitted from Managed Object Instance

v

Transmit Confirmed EVENT,
Reset Event_Retry Timer,
Set Event_Retry Count = Event Retry Limit

EVENT Confirmation Received

P

Event_Retry Timer Expired, Event_Retry Count=0

Event_Retry Timer Expired,
Event_Retry Count » 0

Transmit Confirmed Event,
Event_Retry Count=Event Retry Count-1,
Reset Event_Retry Timer

Figure 8-4 Confirmed Event State Diagram
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Chapter 9. CMIP Action

This chapter describes the LAN Management functions that use the system man-
agement CMIP protocol verbs Unconfirmed and Confirmed ACTION. Figure 9-1
shows the generic flow of Action. The Actions will flow either between LAN Station
Manager and a managing process or between LAN Station Managers. All actions
except for Correlator Exchange are initiated by the managing process and sent to
the LAN Station Manager. The Correlator Exchange is initiated by a station and
sent to another station.

All actions except for RegisterRequest, MultipleRegisterRequest, RegisterCheck,
and Correlator Exchange must come from a registered managing process. Other-
wise the action is not performed and a response is returned with ActionE rror equal
to access denied.

LAN Stn Mgr Managing Process

Invoke (Confirmed ACTION (action type, action data))

Return Result (Confirmed ACTION (action type, action response data))

v

or
LAN Stn Mgr LAN Stn Mgr

Invoke (Confirmed ACTION (action type, action data))

v

Return Result (Confirmed ACTION (action type, action response data))

<

or
LAN Stn Mgr Managing Process

Invoke (Unconfirmed ACTION (action type, acticn data))

<

Figure 8-1. Management Flows for Actions

The following sections describe the Actions currently defined for LAN Manage-
ment:
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9.1 General Format of ACTION

"~ There are three main fields for the Confirmed Actién: the object Id, the Aclion Type

9.1.1 Object ID

This field identifies the managed object for which the ~onfirmed Action is destined.
Managed Object Class and Managed Object Instance make up this field.

9.1.2 Action Type

9-2 HLM Architecture

CMIP Service

CMIP Parameters

Mgt Parameters

Action Object ID

Object Class and

| Instance

Action Type

Reinitialize
Activate SAP
Deactivate SAP
Register Request
Deregister Request
Register Check
Correlator Exchange
Remove Station
CAU Wrap
Soft Reset
RPU Enable

Multiple Register Request
Multiple Deregister

Action Data

Depends on Acticn
type

Figure 8-2. Confirmed Action and its associated paranielers

and the Action Data. These fields are discussed in this section.

Note: The objects and attributes are defined in OS| Management template format
with accompanying ASN.1 definitions in 21.1, “Managed Object Templates™”
on page 21-1. The RO Invoke and the CMIP MPDU for the ACTION is
defined in Chapter 16, “Protocol Data Unit ASN.1" on page 16-1.

The following are the Aclions currently defined:

L]

[ ]

Reinitialize

Activate SAP
Deactivate SAP
Register Request
Deregister Request
RegisterCheck
Correlator Exchange
Remove Station
CAU Wrap
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* Sofl Reset

Remote Program Update (RPU) Enable
¢ Multiple Register Request
¢ Multiple Deregister.

Each of these actions are defined in the foliowing sections:

Reinitialize
Reinitialize causes all connection to be disconnected, all LSAPs to be deactivated
and the entire LLC sublayer to be reset to its initial configuration. No data is
included in the action or its response. This action is required by the 802.2 layer
management standard. it may be responded to negatively with access denied.

Activate SAP
Activate SAP causes the LSAP to be activated for Type 1, Type 2 or Type 3 opera-
tion or any combination of those types. The action data includes a list of the asso-
ciated types to be activated. The response includes a list of the types which are
active at the conclusion of this action. This action is required by the 802.2 layer
management standard. It may be responded to negatively with access denied.

Deactivate SAP
Deactivate SAP causes the LSAP to be deactivated (or Type 1, Type 2 or Type 3
operation or any combination of those types. The action data includes a list of the
associated types to be deactivated. The response includes a list of the types of
LLC operation which are active at the conclusion of this action. This action is
required by the 802.2 layer management standard. It may be responded to nega-
tively with access denied.

Register Request A
Register Request is used by a managing process to request that a LAN Station
Manager register an entity it is managing with the managing process. See
Chapter 17, "Registration” on page 17-1 for details. The dala includes the fol-
lowing information:

e group function title and qualifier of the entity it wishes to manage.

¢ distinguishing attribute for the objects in the group function title which provides
distinction among several entities with the same group function titie.

e primary hame

e the MAC address through which this entity can be reached
¢ the managing process title

* the managing process address

e the managing process level

¢ the number of times the station manager should try to find a lost managing
process

e security access field

e the sap the LAN Station Manager should use to communicate with this man-
aging process.

¢ Confirmed Event Retry Timeout
e Confirmed Event Retry Number

Chapter 9. CMIP Action 9-3



Deregister Request

Register Check
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® user data.

The response to the Register Request Action includes the following:
e group function title and qualifier
* distinguishing attribute
® primary name
® MAC Address
e arch release level
¢ return code
* security access field
e Character Set

e yser data.

Deregister Request is used by the managing process to request that a LAN Station
Manager deregister itself with the managing process. The data includes:

¢ the group function title and quéliﬁer of the entity

¢ distinguishing attribute for the group function title

e primary name of the resource manager

e MAC address through which this entity can be reached
* the managing brocess’s title and address

e user dala.

This action is unconfirmed.

Register Check is used by a managing process to check the registration Status of
an enlity. See Chapter 17, "Registration™ on page 17-1 for details. The data
includes the following information:

¢ {he managing process title and address

e group function title and qualifier of the enlity it wishes to check the registration
status

e the response type (all stations that are registered should respond, all stations
that are NOT registered should respond, OR all stations with that group func-
tion title and qualifier should respond regardless or there regisiration status.)

The Station Manager returns the foliowing data:

e group function title and qualifier

¢ distinguishing attribute

e primary name

* macAddress

¢ a boolean to indicate if the particular managing process requesting the register
check is registered.
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* alist of all registered managing processes for this group function title and
qualifier.

Correlator Exchange
Correlation Exchange: Two ends of a link connectlion often report errors relating
to same problem. A correlator is reported in the events so that the managing
process can assume that the errors are related to the same failure.

This section describes the function that uses the CMIP protocol verb Confirmed
Action to facilitate a correlator exchange between the two ends of a link con-
nection. At the end of the link conneclion set-up (when the LSAP Pair has initially
entered into LINK-OPENED state), the LAN Station Manager with the lowest MAC
address will send a confirmed Correlator Exchange action to the LAN Station
Manager of the adjacent link station. Upon receipt of this Action, the LAN Station
Manager will compute a correlator. Once this correlator is generated, it is
returned to the initiating Station Manager. This correlator will be sent in all events
relating to the link connection.

If the response is not received, no correlator is sent in the events.
If the MAC address of the two ends of the link connection are the same, the link
station that initiated the connection (sent SABME) should initiate the Correlator

Exchange Action.

Computation of the Correlator: The correlalor is computed by concatenating the
LSAP Pair Name and atime stamp or random number.

1 2 3
TimeStamp LSAPPairName of LSAPairName of
Initiator Generator

Figure 9-3. Correlator Format

The time stamp takes the following form HHMMSS where:

HH is the decimal with range 00-23
MM is the decimal with range 00-59
SS is the decimal with range 00-59

X' @A 32 1C D4 00 11 22 33 44 55 66 D4 88 99 AA BB CC DD
HH MM SS SAP |- MAC Address =-| SAP |- MAC Address -|

Figure 9-4. Example Correlator Encoding. This figure is an example encoding of the
correlator, which is defined as OCTET STRING. The inputs were: TimeStamp
10:50:28, LSAP Pair Name (SAP = X’'D4’, MAC Address = X’00 1122 33 44
55 66’ LSAPPair Name (SAP = X'D4’, MAC Address = X'88 89 AA BB CC
DD’).

Correlator Exchange Action Flow:

Chapter 8. CMIP Action 9-5
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LAN SH LAN SM

Invoke (Confirmed Action(CorrelatorExchange ( LSAPPairName ))

>

Return Result (Confirmed Action(CorrelatorExchange (Correlator))

<

Remove Adapter

‘ Remove Adapter is used by the LAN Manager to request that an adapter remove
from the LAN. The data includes a security access field, whose use is being inves-
tigated. A station may ignore the request if it does not understand the security
access field. Under normal token-ring operation, the LAN Manager will use the
Force Remove MAC frame to remove an adapter from the ring. However, in non-
token-ring environments, the LAN Manager will need a method to remove
adapters.

CAU Wrap Action
The CAU Wrap Action is used by the LAN Manager to request that a CAU perform
the wrap function. The dala that is sent is the type of wrap that should be per-
formed; merge, wrapRI, wrapRO, wrapRIRO.

Soft Reset
The Soft Reset Action is used by the LAN Manager {o request that an station

execute a soft reset. Future object classes may use this action also.

Remote Program Update (RPU) Enable
The Remote Program Update (RPU) Enable is used by the LAN Manager to request
that a station enable the Remote Program Update Process. '

Multiple Register Request
The Multiple Register Request allows a Managing Process {o register with multiple
functions at a stalion with a single Action. This is especially useful in situation
where the a station performs many different functions. The data includes the fol-
lowing information:

e SETof

— group function title

— qualifier

— distinguishing attribute

— security access field

— Confirmed Event Retry Timeout
— Confirmed Event Retry Number
— user data

® primary name

¢ MAC address through which this entity can be reached
* managing process title

* managing process address

® managing process level

* |ost managing process retries

9-6 HLM Architecture



managing process SAP

The response to the Multiple Register Request Action includes the following:

SET OF

— group function title and qualifier

— distinguishing atiribute
— return code

— security access field

— character set

— user data

primary name
MAC Address

arch release level

Multiple Deregister Request
The Multiple Deregister Request Action causes the LAN Station Manager to dereg-

ister a managing process from a group of functions. The managing process is
removed from the registered list for each group function, qualifier and distin-

guishing attribute in the Multiple register frame. The following data is in the Mul-
tiple Deregister Action:

SET OF

— group function title

— qualifier

— distinguishing attribute
— user dats

primary name
mac address
managing Process Name

managing Process Address

Chapter 9. CMIP Action
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Chapter 10. CMIP Get

This chapter describes CMIP protocol Confirmed GET. Confirmed Get is used
when the management data is required of a management entity. The management
data is defined as attributes of a managed object. The values of these attributes
which are defined to have read-access can be requested via the Confirmed GET by
the attribute ids (object identifiers) assigned in the managed object definition. The
values of the attributes are returned in the response to the Confirmed Get (See
Figure 10-1.)

If a LAN Station Manager receives a GET from a station that is not a managing
process with which it is registered, the LAN Station Manager will perform the GET

and send a General Report (Nonregistered GET) to the managing processes with
which it is registered.

If no attribute ID list is present in the CMIP frame, all attributes for that managed
object instance are returned.
LAN Stn Mgr Managing Process

Invoke (Confirmed GET (Managed object class, Managed object

A

instance, Attribute ID List))

Return Result (GET Result (Managed Object Class, Managed Object

v

Instance, Sequence.of Attribute ID, Value of Attribute))
or

Return Error (GET Error (Reason Code ))

v

Figure 10-1. Management Flows for Confirmed Get
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101 General Fk_orr‘nat of the Confirmed Get

CMIP Service | CMIP Parameters

Mgt Parameters

Confirmed Object ID
GET

Layer Object
Class and Instance

Attribute ID
List

Attribute Object
identifier

Get Result Object 1D

Layer Object
Class and Instance

Attribute List

Attribute Object
Identifiers and
Values

Figure 10-2. Confirmed Get and its associated parameters

There are two main fields for the Confirmed GET : the Object Id and the attribute ID
list. The Get Result has two fields also: the object ID ard the attribute list. These
fields are discussed in this section.

Note: The objects and attributes are defined in OSI Management template format
with accompanying ASN.1 definitions in 21.1, “Managed Object Templates”
on page 21-1. The RO Invoke and the CMIP MPDU for the GET is defined in
Chapter 16, "Prolocol Data Unit ASN.1" on page 16-1.

10.1.1 Object ID

Instance.

10.1.2 Attribute ID List

The attribute ID list is a list of attribute ids for which the values are requested in
the Confirmed Get. No atiribute ID list in the CMIP GET signifies a request for all

This field identifies the managed object for which the Confirmed GET is destined.
It is made up of two components : Managed Object Class and Managed Object

the attributes in the managed object instance.

10.1.3 Attribute List

The attribute list is a list of attribute ids and the values of those attributes

requested in the Confirmed Get.

10-2 HLM Architecture
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10.2 Confirmed GET State Diagram

Confirmed Event

Ready to Proceséing LinkedtReply
Process GET command Confirmed GET

Confirmed GET Received from Managing Process

v

Successful completion,
Multiple responses nec.

\d

Successful completion of GET command,
Single response necessary

Transmit RORS(GET) to requesting Managing Process

Unsuccessful Completion of GET Command,
Single Response necessary

<@

Transmit ROER(GET) to requesting Managing Process

Figure 10-3. Confirmed GET State Diagram
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Chapter 11. CMIP Set

This chapter describes CMIP protoco! verb SET. SET is used when management in
one node wants to set some management data of another node. The management
data is defined as attributes of a managed object. The values of these attributes
which are defined to have write-access can be set via the SET by the attribute ids
(object identifiers) assigned in the managed object definition. The values of the
attributes are returned in the response to the Confirmed Set (See Figure 11-1.)

The criteria for accepting a SET command from a managing process may vary by
LME. Some LMEs may limit SET commands from registered managing processes;
others may require password verification. An LME containing an instance of Token
Ring Layer 1 object must allow an access unit to set the attributes pertaining that
access unit.

in the cases where a SET is preformed, a General Report (Set Occurred) will be
sent to all managing processes, except the one requesting the SET, indicating the
change that was made.

Managing
LAN Stn Mgr Process

Invoke (Confirmed SET (Managed Object Class, Managed Object Instance,

<

(Attribute ID, Value,...))

Return Result (SET Result (Managed Object Class, Managed Object

v

Instance, (Attribute 1D, Value))
or

Return Error (SET Error (Reason Code ))

v

Figure 11-1. Management Flows for Confirmed Set

Managing
LAN Stn Mgr Process

Invoke (SET (Managed Object Class, Managed Object Instance,

<
<

(Attribute 10, Value,...))

Figure 11-2. Management Flows for UnConfirmed Set
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11.1 General Format of the SET

11.1.1 Object ID

CMIP Service | CMIP Parameters | Mgt Par_améters

SET Object ID Layer Object
Class and Instance

Modify Attribute id/
Attribute List value pair,
modify operator

Set Result Object ID Layer Object
Class and Instance

Attribute List | Attribute 10 /
value pair

Figure 11-3. Set and its associaled p<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>